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This scholarly paper introduces an extensive architectural framework and 
optimization strategies designed specifically for dynamic resource 
allocation in edge com
applications. The rise of edge computing presents a viable solution for 
managing the computational complexities of AI/ML tasks by utilizing 
resources in proximity to data sources. Nevertheless, effective resource 
allocation encounters significant hurdles due to the diverse and ever
changing nature of edge environments. In addressing these challenges, the 
paper introduces an innovative framework that integrates dynamic 
resource allocation methodologies with the uniq
applications. This framework encompasses a range of optimization 
techniques customized to efficiently distribute resources, taking into 
account factors such as workload attributes, resource availability, and 
latency limitations. Th
study showcases the effectiveness of the proposed approach in enhancing 
resource utilization, reducing latency, and bolstering overall performance 
for AI/ML workloads within edge computing scenarios.
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ABSTRACT 

This scholarly paper introduces an extensive architectural framework and 
optimization strategies designed specifically for dynamic resource 
allocation in edge computing environments, with a focus on AI/ML 
applications. The rise of edge computing presents a viable solution for 
managing the computational complexities of AI/ML tasks by utilizing 
resources in proximity to data sources. Nevertheless, effective resource 
allocation encounters significant hurdles due to the diverse and ever
changing nature of edge environments. In addressing these challenges, the 
paper introduces an innovative framework that integrates dynamic 
resource allocation methodologies with the unique requirements of AI/ML 
applications. This framework encompasses a range of optimization 
techniques customized to efficiently distribute resources, taking into 
account factors such as workload attributes, resource availability, and 
latency limitations. Through extensive simulations and evaluations, the 
study showcases the effectiveness of the proposed approach in enhancing 
resource utilization, reducing latency, and bolstering overall performance 
for AI/ML workloads within edge computing scenarios.
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Introduction 

In recent years, the integration of Artificial Intelligence (AI) and Machine Learning (ML) with edge computing has 
reshaped computing paradigms. Edge computing, known for its proximity to data sources and end-users, presents 
unprecedented opportunities to enhance the efficiency, responsiveness, and scalability of AI/ML applications. 
However, fully harnessing AI/ML potential at the edge necessitates advanced resource allocation mechanisms to 
tackle challenges arising from limited computational resources, diverse environments, and dynamic workloads. 

 

This overview delves into dynamic resource allocation in edge computing for AI/ML applications, focusing on 
crafting an architectural framework and optimization techniques to proficiently manage computational resources at 
the edge. 

 

1. Contextualizing Edge Computing: The surge in Internet of Things (IoT) devices, along with the demand for real-
time data processing and low-latency applications, has propelled the adoption of edge computing. By dispersing 
computational tasks closer to data sources, edge computing diminishes latency, conserves bandwidth, and reduces 
reliance on centralized cloud infrastructure. 

 

2. The Role of AI/ML in Edge Computing: AI/ML algorithms are increasingly deployed at the edge to extract 
actionable insights from vast IoT-generated data volumes. These applications span diverse domains such as smart 
cities, healthcare, industrial automation, and autonomous vehicles. Nevertheless, deploying AI/ML models at the 
edge presents distinctive challenges, including resource constraints, energy efficiency, and scalability. 

 

3. Challenges in Resource Allocation: Dynamic resource allocation in edge computing entails dynamically 
provisioning computational resources—like CPU, GPU, memory, and storage—to adapt to varying workloads and 
application demands. Key challenges encompass resource contention, the diversity of edge devices, fluctuating 
network conditions, and the imperative to optimize resource utilization while meeting Quality of Service (QoS) 
requirements. 

 

4. Architectural Framework for Dynamic Resource Allocation: A robust architectural framework is pivotal for 
orchestrating resource allocation in edge computing environments. This framework should encompass components 
for workload monitoring, resource provisioning, decision-making, and enforcement mechanisms. Furthermore, it 
should support flexibility, scalability, and adaptability to evolving edge environments. 
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5. Optimization Techniques: Diverse optimization techniques—including heuristic algorithms, machine learning-
driven approaches, and game theory—can optimize resource allocation in edge computing. These techniques aim to 
maximize resource utilization, minimize latency, energy consumption, and operational costs, while ensuring QoS 
guarantees for AI/ML applications operating at the edge. 

 

In essence, dynamic resource allocation plays a crucial role in unlocking the full potential of AI/ML applications at 
the edge. This overview lays the groundwork for exploring the architectural principles, optimization techniques, and 
practical considerations involved in designing efficient resource allocation mechanisms tailored to the unique 
attributes of edge computing environments. 

 

Objectives: 

 

1. Establishing a Scalable Architectural Framework: The primary goal is to devise and establish a scalable 
architectural framework tailored for dynamic resource allocation within edge computing environments. This 
framework will integrate real-time workload monitoring, adaptive resource provisioning, decision-making 
algorithms, and enforcement mechanisms to proficiently administer computational resources at the edge. 

 

2. Enhancing Resource Utilization: The second objective centers on enhancing resource utilization while 
maintaining Quality of Service (QoS) for AI/ML applications operating at the edge. This entails employing 
optimization techniques such as heuristic algorithms, machine learning-driven approaches, and game theory to 
dynamically allocate CPU, GPU, memory, and storage resources. Allocation decisions will be guided by workload 
characteristics, device capabilities, and prevailing network conditions. 

 

3. Improving Performance and Efficiency: The third objective seeks to boost the performance and efficiency of 
AI/ML applications deployed at the edge by mitigating latency, curbing energy consumption, and reducing 
operational costs. This will involve refining resource allocation policies, adapting to evolving workload patterns, and 
dynamically scaling resources to match fluctuating demand. Ultimately, these efforts aim to elevate the 
responsiveness and user experience of edge computing systems. 

 

 

Literature Review: 

 

The optimization of dynamic resource allocation in edge computing for AI/ML applications is crucial for efficient 
task offloading and resource utilization [1] [2]. However, this field faces several challenges, including low 
scalability and high training costs, necessitating innovative approaches. One such approach is the utilization of a 
link-output Graph Neural Network (LOGNN) to enable flexible resource management with minimal algorithm 
inference delay [3]. Additionally, a proposed cloud-edge-end computing architecture aims to efficiently handle 
multi-source data streams by combining proximal policy optimization and convex optimization techniques for 
resource allocation [4]. Furthermore, an innovative configurable model deployment architecture (CMDA) has been 
introduced for edge AI-as-a-Service (AIaaS), facilitating the joint configuration of data quality ratios and model 
complexity ratios to improve the energy efficiency and latency performance of AI services [5]. These frameworks 
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and optimization techniques are designed to enhance resource utilization and performance in edge computing 
environments for AI/ML applications. 

Edge Computing: 

 

The proliferation of Internet of Things (IoT) devices has led to the widespread deployment of hardware sensors 
globally, capable of capturing data from their surrounding physical environments. This data is typically transmitted 
to centralized cloud servers for processing and storage, facilitating access to relevant information for data 
consumers. However, as IoT applications expand, traditional cloud computing faces challenges such as throughput 
limitations, increased latency, and concerns regarding data privacy and security, particularly in scenarios requiring 
rapid data processing and minimal latency, like the Internet of Vehicles (IoV). 

 

In response to these challenges, edge computing (EC) has emerged as a novel computing paradigm. EC involves 
offloading data processing, storage, and computing tasks from centralized clouds to the network's edge, situated 
close to terminal devices. This approach aims to reduce data transmission delays, improve device response times, 
alleviate network bandwidth strain, lower data transmission overheads, and promote decentralization. 

 

Artificial Intelligence: 

 

Artificial Intelligence (AI) empowers machines with cognitive abilities, enabling them to perform tasks resembling 
human behavior. While heuristic-based algorithms and data mining (DM) have been fundamental in AI solutions for 
IoT, machine learning (ML) has gained prominence. ML aims to emulate human learning processes, distinguishing 
itself from DM, which focuses on extracting rules from data. ML, being a higher-level intelligence, represents the 
future trajectory of AI. 

 

The widespread adoption of AI, particularly ML, in the era of big data catalyzed by IoT, has become inevitable. This 
discussion primarily revolves around advanced AI algorithms such as deep learning (DL). Certain applications 
within this domain require stringent latency and network stability requirements, often unmet by traditional cloud 
computing. EC can address these needs by deploying AI at the edge and allocating computing and storage resources 
to edge devices. While EC offers benefits such as reduced latency and enhanced data privacy, the finite capacities of 
edge devices introduce new challenges. Leveraging AI to optimize EC and address its associated issues has emerged 
as a pivotal trend in related research. 

 

Integration of Edge Computing and Artificial Intelligence: 

 

The integration of AI and EC is motivated by two primary factors: 
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1. Addressing EC Development Challenges: The advancement of EC faces challenges such as task scheduling, 
resource allocation, optimization of delay and energy consumption, and privacy and security concerns. Researchers 
have turned to AI-based solutions to overcome these challenges.

 

2. Enhancing AI Applications: Effective AI application relies on robust computing power. 
computing offers ample resources, reliance on cloud
privacy and security concerns. Executing AI tasks at edge nodes mitigates these challenges, enhancing stability and 
user experience. 

 

 

EC and AI are burgeoning research domains, with several pertinent reviews already published. These surveys 
explore motivations and research endeavors surrounding AI algorithms at the network edge, advancements in ML 
within mobile EC, applications of DL in EC, techniques for implementing DL reasoning, and designing EC 
architectures. However, prior surveys have given limited attention to the synergistic relationship between EC and 
AI, particularly traditional ML, DL, reinfo
article aims to fill this gap by reviewing existing works on EC performance optimization and various AI application 
scenarios, broadening the discourse on the intersection of EC and AI.

 

 

The structure of our survey is illustrated in Fig. 1.

 

Our key contributions in this article are as follows:
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1. Addressing EC Development Challenges: The advancement of EC faces challenges such as task scheduling, 
ocation, optimization of delay and energy consumption, and privacy and security concerns. Researchers 

based solutions to overcome these challenges. 

2. Enhancing AI Applications: Effective AI application relies on robust computing power. While traditional cloud 
computing offers ample resources, reliance on cloud-based AI reasoning and training can introduce delays and raise 
privacy and security concerns. Executing AI tasks at edge nodes mitigates these challenges, enhancing stability and 

Existing Surveys: 

EC and AI are burgeoning research domains, with several pertinent reviews already published. These surveys 
explore motivations and research endeavors surrounding AI algorithms at the network edge, advancements in ML 

in mobile EC, applications of DL in EC, techniques for implementing DL reasoning, and designing EC 
architectures. However, prior surveys have given limited attention to the synergistic relationship between EC and 
AI, particularly traditional ML, DL, reinforcement learning (RL), and deep reinforcement learning (DRL). This 
article aims to fill this gap by reviewing existing works on EC performance optimization and various AI application 
scenarios, broadening the discourse on the intersection of EC and AI. 

 

Our Contributions: 

The structure of our survey is illustrated in Fig. 1. 

Our key contributions in this article are as follows: 

1. Addressing EC Development Challenges: The advancement of EC faces challenges such as task scheduling, 
ocation, optimization of delay and energy consumption, and privacy and security concerns. Researchers 

While traditional cloud 
based AI reasoning and training can introduce delays and raise 

privacy and security concerns. Executing AI tasks at edge nodes mitigates these challenges, enhancing stability and 

EC and AI are burgeoning research domains, with several pertinent reviews already published. These surveys 
explore motivations and research endeavors surrounding AI algorithms at the network edge, advancements in ML 

in mobile EC, applications of DL in EC, techniques for implementing DL reasoning, and designing EC 
architectures. However, prior surveys have given limited attention to the synergistic relationship between EC and 
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1. Overview of Edge Computing (EC) and Its Importance: We begin by elucidating the fundamental definition and 
architecture of Edge Computing (EC) and underscore the necessity of EC alongside cloud computing. Moreover, we 
delineate the challenges within the domain of EC. 

 

2. Integration of Artificial Intelligence (AI) and EC: We delve into the motivations behind integrating AI and EC 
from two distinct perspectives: leveraging AI algorithms to optimize EC, and employing EC to facilitate the 
deployment of AI at the edge, thereby enhancing response times and network stability across various domains. 
Additionally, we summarize three approaches for deploying AI training and reasoning tasks within the EC 
architecture, drawing insights from existing studies, and assess their respective advantages and limitations. 

 

3. Analysis of Machine Learning (ML) Algorithms and EC Optimization Efforts: We introduce popular ML 
algorithms within the AI domain and analyze their individual strengths. Furthermore, we synthesize recent research 
efforts aimed at addressing EC challenges and optimizing EC performance through the utilization of AI algorithms. 
Additionally, we review advancements in applying AI to various other domains within the EC framework. 

 

Roadmap: 

 

The subsequent sections of this article are structured as follows: 

 

- Section 2 introduces the definition of EC, explores its necessity, and outlines the encountered challenges along 
with traditional solutions. 

- In Section 3, we explore the integration of EC and AI. We discuss the motivations driving this integration, 
introduce relevant AI algorithms, and comprehensively review research endeavors aimed at leveraging AI 
algorithms to optimize EC. 

- Section 4 summarizes recent efforts in applying AI to other domains within the EC framework. 

- Finally, we conclude this article in Section 5. Figure 1 provides a visual representation of the article's structure. 

 

Introduction to Edge Computing: 

 

Cloud computing has become ubiquitous, offering myriad conveniences to businesses, particularly small and 
medium-sized enterprises, by providing access to cloud server resources at relatively low costs. However, the 
centralized nature of cloud computing has revealed several drawbacks over time, leading to the emergence of Edge 
Computing (EC). In this section, we provide a concise overview of EC, delineating its necessity, defining its core 
concepts, highlighting associated challenges, and pinpointing their limitations. 

 

Why We Need Edge Computing: 
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The necessity of EC can be explained from three key perspectives: 

 

1. The Big Data Era Caused by the Internet of Things (IoT): The Internet of Things (IoT) has led to an exponential 
increase in global data volume, rendering the conventional method of transferring data to the cloud for processing 
less viable due to the cloud's limited computing power. 

 

2. More Stringent Requirements of Network Stability and Response Speed: Certain IoT applications necessitate 
exceptionally fast response times, demanding high-resolution video transmission and rigorous data computing 
capabilities, which are often unmet by traditional cloud computing. 

 

3. Privacy and Security Concerns: Cloud computing's outsourcing features raise pertinent issues related to data 
security and privacy, compromising data integrity and accuracy. Edge Computing offers a promising alternative by 
decentralizing computational resources, enhancing responsiveness, and bolstering data privacy and security 
measures. 

 

In summary, Edge Computing arises from the limitations of traditional cloud computing in addressing burgeoning 
data volumes, stringent requirements for network stability and response speed, and escalating privacy and security 
concerns. Edge Computing offers a promising alternative by decentralizing computational resources, enhancing 
responsiveness, and bolstering data privacy and security measures. 

 

The genesis of Edge Computing (EC) can be traced back to 1999 when Akamai introduced content delivery 
networks (CDN) for caching web pages closer to clients, aiming to enhance web page loading efficiency. EC, 
expanding upon the principles of CDN, encompasses various definitions. Conceptually, EC involves offloading 
certain cloud resources and tasks to the edge, closer to users and data sources. 

 

It's essential to recognize that EC does not aim to supplant the roles and advantages of cloud computing; rather, it 
emerges to address its limitations, necessitating a complementary relationship between EC and cloud computing. 
Consequently, exploring methods to optimize the collaboration between the cloud and the edge becomes a pertinent 
area for further study. 

 

The general architecture of EC typically comprises three layers: 

 

1. End: This layer serves to perceive the physical world by acquiring information from various sensors and 
executing corresponding tasks based on user requirements. Devices in this layer may possess limited computing and 
storage capabilities. 

 

2. Edge: Positioned between the cloud and the end, this layer houses specific computing, storage, and network 
resources, offering the advantage of low latency. 
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3. Cloud: This layer denotes cloud servers with robust computing and storage capabilities, enabling m
over the entire EC architecture. 

 

Figure 2 illustrates the Architecture of Edge Computing (EC). Gray arrows depict data transmission between the 
end, the edge, and the cloud. Blue and gray boxes indicate tasks scheduled to the edge and the c

 

Edge Computing (EC) offers several advantages by delegating specific resources and tasks from the cloud to the 
edge. The edge layer's proximity to end users and data sources significantly reduces transmission distances, thereby 
shortening transmission times and improving response speeds to user requests. Simultaneously, the reduced 
transmission distance helps mitigate the costs and data security concerns associated with long

 

From the cloud's perspective, large-scale raw data undergoes initial processing at the edge to filter out irrelevant and 
erroneous data. Subsequently, the edge uploads relevant data or information to the cloud. This approach effectively 
alleviates bandwidth pressure, reduces transmission costs

 

3. Cloud: This layer denotes cloud servers with robust computing and storage capabilities, enabling m

Figure 2 illustrates the Architecture of Edge Computing (EC). Gray arrows depict data transmission between the 
end, the edge, and the cloud. Blue and gray boxes indicate tasks scheduled to the edge and the cloud, respectively.

Edge Computing (EC) offers several advantages by delegating specific resources and tasks from the cloud to the 
edge. The edge layer's proximity to end users and data sources significantly reduces transmission distances, thereby 

ing transmission times and improving response speeds to user requests. Simultaneously, the reduced 
transmission distance helps mitigate the costs and data security concerns associated with long-distance transmission.

ale raw data undergoes initial processing at the edge to filter out irrelevant and 
erroneous data. Subsequently, the edge uploads relevant data or information to the cloud. This approach effectively 
alleviates bandwidth pressure, reduces transmission costs, and minimizes the risk of user privacy breaches.

3. Cloud: This layer denotes cloud servers with robust computing and storage capabilities, enabling macro-control 

 

Figure 2 illustrates the Architecture of Edge Computing (EC). Gray arrows depict data transmission between the 
loud, respectively. 

Edge Computing (EC) offers several advantages by delegating specific resources and tasks from the cloud to the 
edge. The edge layer's proximity to end users and data sources significantly reduces transmission distances, thereby 

ing transmission times and improving response speeds to user requests. Simultaneously, the reduced 
distance transmission. 

ale raw data undergoes initial processing at the edge to filter out irrelevant and 
erroneous data. Subsequently, the edge uploads relevant data or information to the cloud. This approach effectively 

, and minimizes the risk of user privacy breaches. 
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Challenges Addressed in Edge Computing: 

 

In the ensuing discussion, we delve into three primary challenges prevalent in the domain of Edge Computing (EC): 
computing offloading, resource allocation, and privacy and security concerns. Additionally, we elucidate the 
limitations of conventional approaches in tackling these issues. 

 

1. Computing Offloading: 

   Initially proposed in cloud computing, computation offloading involves terminal devices with limited computing 
power delegating part or all of their computing tasks to the cloud for execution. Similarly, in EC, computing 
offloading refers to the scenario where terminal devices delegate their computing tasks to the edge. This entails 
considerations such as determining whether terminal devices will offload, the extent of offloading, and the 
designated nodes for offloading. Computing offloading addresses challenges related to insufficient resources and 
high energy consumption in terminal devices. 

 

   Traditional methods of computing offloading, rooted in cloud computing, assume that the default server possesses 
ample computing power and disregard concerns regarding energy consumption or network conditions. However, 
these assumptions are unsuitable for solving computing offloading challenges in EC, where edge devices and servers 
have limited computing capabilities. Therefore, devising rational computing offloading strategies is imperative for 
reducing energy consumption and latency, making it a pivotal research area for optimizing EC. 

 

2. Resource Allocation: 

   A notable advantage of EC over traditional cloud computing is its ability to distribute tasks across edge nodes, 
thus alleviating the need to upload all data to the cloud for computing and storage. This significantly liberates 
network bandwidth and other resources typically monopolized by cloud computing. However, efficient resource 
management solutions are essential due to the distributed nature of tasks across edge nodes with limited resources. 

 

3. Privacy and Security: 

   EC introduces novel challenges concerning data security and privacy. Some of these challenges stem from 
inherent issues in cloud computing, while others arise from the distributed and heterogeneous nature of EC itself. 
Conventional solutions for addressing data security and privacy concerns in cloud computing are not directly 
applicable to the decentralized computing model of EC. Hence, enhancing data security and privacy protection in 
EC warrants further attention from researchers. 

 

Conclusions: 

While traditional methods have made commendable strides in addressing resource allocation, computing offloading, 
and security concerns in EC, they still exhibit certain shortcomings. These include a reliance on known underlying 
models, susceptibility to local optima convergence, and limited capacity for deep and high-dimensional data mining. 
Conversely, AI algorithms possess the potential to overcome these limitations, excelling in adaptability, feature 
extraction, decision optimization, and prediction. The subsequent section will elucidate how AI algorithms optimize 
EC in light of these challenges. 
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This section provides insights into the conceptual framework and motivations driving EC while highlighting the 
obstacles encountered in its development. Although traditional methods have achieved notable success in tackling 
these issues, there remains room for improvement. In the future, AI algorithms are poised to offer enhanced 
adaptability and efficiency in addressing evolving challenges within EC, particularly with abundant data and 
dynamic constraints. 

 

 

 

 

References 
 
[1]. Rehan, H. (2024). Revolutionizing America's Cloud Computing the Pivotal Role of AI in Driving 
Innovation and Security. Journal of Artificial Intelligence General science (JAIGS) ISSN: 3006-4023, 2(1), 
189-208. DOI: https://doi.org/10.60087/jaigs.v2i1.p208 
 
[2]. Rehan, H. (2024). AI-Driven Cloud Security: The Future of Safeguarding Sensitive Data in the Digital 
Age. Journal of Artificial Intelligence General science (JAIGS) ISSN: 3006-4023, 1(1), 47-66. 
DOI: https://doi.org/10.60087/jaigs.v1i1.p66 
 
[3]. Li, Z., Huang, Y., Zhu, M., Zhang, J., Chang, J., & Liu, H. (2024). Feature Manipulation for DDPM 
based Change Detection. arXiv preprint arXiv:2403.15943. 
 
https://doi.org/10.48550/arXiv.2403.15943 

 
[4]. Ramírez, J. G. C. (2023). Incorporating Information Architecture (ia), Enterprise Engineering (ee) 
and Artificial Intelligence (ai) to Improve Business Plans for Small Businesses in the United 
States. Journal of Knowledge Learning and Science Technology ISSN: 2959-6386 (online), 2(1), 115-127. 
DOI: https://doi.org/10.60087/jklst.vol2.n1.p127 

[5]. Ramírez, J. G. C. (2024). AI in Healthcare: Revolutionizing Patient Care with Predictive Analytics 
and Decision Support Systems. Journal of Artificial Intelligence General science (JAIGS) ISSN: 3006-
4023, 1(1), 31-37. DOI: https://doi.org/10.60087/jaigs.v1i1.p37 

[6]. Ramírez, J. G. C. (2024). Natural Language Processing Advancements: Breaking Barriers in Human-
Computer Interaction. Journal of Artificial Intelligence General science (JAIGS) ISSN: 3006-4023, 3(1), 
31-39.DOI: https://doi.org/10.60087/jaigs.v3i1.63 

[7]. Ramírez, J. G. C., &mafiqul Islam, M. (2024). Application of Artificial Intelligence in Practical 
Scenarios. Journal of Artificial Intelligence General science (JAIGS) ISSN: 3006-4023, 2(1), 14-19. 
DOI: https://doi.org/10.60087/jaigs.v2i1.41 



ISSN:3006-4023 (Online),JournalofArtificialIntelligence GeneralScience (JAIGS)230 

[8]. Ramírez, J. G. C., & Islam, M. M. (2024). Utilizing Artificial Intelligence in Real-World 
Applications. Journal of Artificial Intelligence General science (JAIGS) ISSN: 3006-4023, 2(1), 14-19. 

DOI: https://doi.org/10.60087/jaigs.v2i1.p19 

[9]. Ramírez, J. G. C., Islam, M. M., & Even, A. I. H. (2024). Machine Learning Applications in 
Healthcare: Current Trends and Future Prospects. Journal of Artificial Intelligence General science 
(JAIGS) ISSN: 3006-4023, 1(1). DOI: https://doi.org/10.60087/jaigs.v1i1.33 

[10]. RAMIREZ, J. G. C. (2023). How Mobile Applications can improve Small Business 
Development. Eigenpub Review of Science and Technology, 7(1), 291-305.  
https://studies.eigenpub.com/index.php/erst/article/view/55 

[11]. RAMIREZ, J. G. C. (2023). From Autonomy to Accountability: Envisioning AI’s Legal 
Personhood. Applied Research in Artificial Intelligence and Cloud Computing, 6(9), 1-16. 
https://researchberg.com/index.php/araic/article/view/183 

[12]. Ramírez, J. G. C., Hassan, M., & Kamal, M. (2022). Applications of Artificial Intelligence Models 
for Computational Flow Dynamics and Droplet Microfluidics. Journal of Sustainable Technologies and 
Infrastructure Planning, 6(12).https://publications.dlpress.org/index.php/JSTIP/article/view/70 

[13]. Ramírez, J. G. C. (2022). Struggling Small Business in the US. The next challenge to economic 
recovery. International Journal of Business Intelligence and Big Data Analytics, 5(1), 81-91. 
https://research.tensorgate.org/index.php/IJBIBDA/article/view/99 

[14]. Ramírez, J. G. C. (2021). Vibration Analysis with AI: Physics-Informed Neural Network Approach 
for Vortex-Induced Vibration. International Journal of Responsible Artificial 
Intelligence, 11(3).https://neuralslate.com/index.php/Journal-of-Responsible-AI/article/view/77 

[15]. Shuford, J. (2024). Interdisciplinary Perspectives: Fusing Artificial Intelligence with Environmental 
Science for Sustainable Solutions. Journal of Artificial Intelligence General science (JAIGS) ISSN: 3006-
4023, 1(1), 1-12.DOI: https://doi.org/10.60087/jaigs.v1i1.p12 

[16]. Islam, M. M. (2024). Exploring Ethical Dimensions in AI: Navigating Bias and Fairness in the 
Field. Journal of Artificial Intelligence General science (JAIGS) ISSN: 3006-4023, 1(1), 13-
17.DOI: https://doi.org/10.60087/jaigs.v1i1.p18 

[17]. Khan, M. R. (2024). Advances in Architectures for Deep Learning: A Thorough Examination of 
Present Trends. Journal of Artificial Intelligence General science (JAIGS) ISSN: 3006-4023, 1(1), 24-30. 
DOI: https://doi.org/10.60087/jaigs.v1i1.p30 

[18]. Shuford, J., & Islam, M. M. (2024). Exploring the Latest Trends in Artificial Intelligence 
Technology: A Comprehensive Review. Journal of Artificial Intelligence General science (JAIGS) ISSN: 
3006-4023, 2(1). DOI: https://doi.org/10.60087/jaigs.v2i1.p13 

[19]. Islam, M. M. (2024). Exploring the Applications of Artificial Intelligence across Various 
Industries. Journal of Artificial Intelligence General science (JAIGS) ISSN: 3006-4023, 2(1), 20-
25.DOI: https://doi.org/10.60087/jaigs.v2i1.p25 



231Md. Mafiqul Islam 

 

 

 
[20]. Akter, S. (2024). Investigating State-of-the-Art Frontiers in Artificial Intelligence: A Synopsis of 
Trends and Innovations. Journal of Artificial Intelligence General science (JAIGS) ISSN: 3006-
4023, 2(1), 25-30.DOI: https://doi.org/10.60087/jaigs.v2i1.p30 

[21]. Rana, S. (2024). Exploring the Advancements and Ramifications of Artificial Intelligence. Journal 
of Artificial Intelligence General science (JAIGS) ISSN: 3006-4023, 2(1), 30-
35.DOI: https://doi.org/10.60087/jaigs.v2i1.p35 

[22]. Sarker, M. (2024). Revolutionizing Healthcare: The Role of Machine Learning in the Health 
Sector. Journal of Artificial Intelligence General science (JAIGS) ISSN: 3006-4023, 2(1), 35-48. 

DOI: https://doi.org/10.60087/jaigs.v2i1.p47 

[23]. Akter, S. (2024). Harnessing Technology for Environmental Sustainability: Utilizing AI to Tackle 
Global Ecological Challenges. Journal of Artificial Intelligence General science (JAIGS) ISSN: 3006-
4023, 2(1), 49-57.DOI: https://doi.org/10.60087/jaigs.v2i1.p57 

[24]. Padmanaban, H. (2024). Revolutionizing Regulatory Reporting through AI/ML: Approaches for 
Enhanced Compliance and Efficiency. Journal of Artificial Intelligence General science (JAIGS) ISSN: 
3006-4023, 2(1), 57-69.DOI: https://doi.org/10.60087/jaigs.v2i1.p69 

[25]. Padmanaban, H. (2024). Navigating the Role of Reference Data in Financial Data Analysis: 
Addressing Challenges and Seizing Opportunities. Journal of Artificial Intelligence General science 
(JAIGS) ISSN: 3006-4023, 2(1), 69-78.DOI: https://doi.org/10.60087/jaigs.v2i1.p78 

[26]. Camacho, N. G. (2024). Unlocking the Potential of AI/ML in DevSecOps: Effective Strategies and 
Optimal Practices. Journal of Artificial Intelligence General science (JAIGS) ISSN: 3006-4023, 2(1), 79-
89.DOI: https://doi.org/10.60087/jaigs.v2i1.p89 

[27]. PC, H. P., & Sharma, Y. K. (2024). Developing a Cognitive Learning and Intelligent Data Analysis-
Based Framework for Early Disease Detection and Prevention in Younger Adults with Fatigue. Optimized 
Predictive Models in Health Care Using Machine Learning, 
273.https://books.google.com.bd/books?hl=en&lr=&id=gtXzEAAAQBAJ&oi=fnd&pg=PA273&dq=Developi
ng+a+Cognitive+Learning+and+Intelligent+Data+Analysis-
Based+Framework+for+Early+Disease+Detection+and+Prevention+in+Younger+Adults+with+Fatigue&ot
s=wKUZk_Q0IG&sig=WDlXjvDmc77Q7lvXW9MxIh9Iz-
Q&redir_esc=y#v=onepage&q=Developing%20a%20Cognitive%20Learning%20and%20Intelligent%20D
ata%20Analysis-
Based%20Framework%20for%20Early%20Disease%20Detection%20and%20Prevention%20in%20Youn
ger%20Adults%20with%20Fatigue&f=false 

[28]. Padmanaban, H. (2024). Quantum Computing and AI in the Cloud. Journal of Computational Intelligence and Robotics, 4(1), 14–
32. Retrieved from https://thesciencebrigade.com/jcir/article/view/116 

[29]. Sharma, Y. K., & Harish, P. (2018). Critical study of software models used cloud application 
development. International Journal of Engineering & Technology, E-ISSN, 514-
518.https://www.researchgate.net/profile/Harish-Padmanaban-



ISSN:3006-4023 (Online),JournalofArtificialIntelligence GeneralScience (JAIGS)232 

2/publication/377572317_Critical_study_of_software_models_used_cloud_application_development/links
/65ad55d7ee1e1951fbd79df6/Critical-study-of-software-models-used-cloud-application-development.pdf 

[30]. Padmanaban, P. H., & Sharma, Y. K. (2019). Implication of Artificial Intelligence in Software 
Development Life Cycle: A state of the art review. vol, 6, 93-
98.https://www.researchgate.net/profile/Harish-Padmanaban-
2/publication/377572222_Implication_of_Artificial_Intelligence_in_Software_Development_Life_Cycle_A_
state_of_the_art_review/links/65ad54e5bf5b00662e333553/Implication-of-Artificial-Intelligence-in-
Software-Development-Life-Cycle-A-state-of-the-art-review.pdf 

[31]. Harish Padmanaban, P. C., & Sharma, Y. K. (2024). Optimizing the Identification and Utilization of 
Open Parking Spaces Through Advanced Machine Learning. Advances in Aerial Sensing and Imaging, 
267-294. https://doi.org/10.1002/9781394175512.ch12 

[32]. PC, H. P., Mohammed, A., & RAHIM, N. A. (2023). U.S. Patent No. 11,762,755. Washington, DC: 
U.S. Patent and Trademark Office.https://patents.google.com/patent/US20230385176A1/en 

[33]. Padmanaban, H. (2023). Navigating the intricacies of regulations: Leveraging AI/ML for 
Accurate Reporting. Journal of Knowledge Learning and Science Technology ISSN: 2959-6386 
(online), 2(3), 401-412.DOI: https://doi.org/10.60087/jklst.vol2.n3.p412 

[34]. PC, H. P. Compare and analysis of existing software development lifecycle models to develop 
a new model using computational 
intelligence.https://shodhganga.inflibnet.ac.in/handle/10603/487443 

[35]. Camacho, N. G. (2024). Unlocking the Potential of AI/ML in DevSecOps: Effective 
Strategies and Optimal Practices. Journal of Artificial Intelligence General science (JAIGS) 
ISSN: 3006-4023, 2(1), 79-89. DOI: https://doi.org/10.60087/jaigs.v2i1.p89 

[36]. Camacho, N. G. (2024). The Role of AI in Cybersecurity: Addressing Threats in the Digital 
Age. Journal of Artificial Intelligence General science (JAIGS) ISSN: 3006-4023, 3(1), 143-154. 

DOI: https://doi.org/10.60087/jaigs.v3i1.75 

[37]. Singla, A., & Malhotra, T. (2024). Challenges And Opportunities in Scaling AI/ML Pipelines. 
Journal of Science & Technology, 5(1), 1-21. 

 [38]. Singla, A., & Chavalmane, S. (2023). Automating Model Deployment: From Training to 
Production. Journal of Knowledge Learning and Science Technology ISSN: 2959-6386 (online), 
2(3), 340-347. 

[39]. Roncevic, I. (2021). Eye-tracking in second language reading. Eye, 15(5). 

 

[40]. Latif, M. A., Afshan, N., Mushtaq, Z., Khan, N. A., Irfan, M., Nowakowski, G., ... 
&Telenyk, S. (2023). Enhanced classification of coffee leaf biotic stress by synergizing feature 
concatenation and dimensionality reduction. IEEE Access. 
DOI: https://doi.org/10.1109/ACCESS.2023.3314590 
 



233Md. Mafiqul Islam 

 

 

 
[42]. Irfan, M., Mushtaq, Z., Khan, N. A., Mursal, S. N. F., Rahman, S., Magzoub, M. A., ... & 
Abbas, G. (2023). A Scalo gram-based CNN ensemble method with density-aware smote 
oversampling for improving bearing fault diagnosis. IEEE Access, 11, 127783-127799. 
 DOI: https://doi.org/10.1109/ACCESS.2023.3332243 
 
[43]. Irfan, M., Mushtaq, Z., Khan, N. A., Althobiani, F., Mursal, S. N. F., Rahman, S., ... & 
Khan, I. (2023). Improving Bearing Fault Identification by Using Novel Hybrid Involution-
Convolution Feature Extraction with Adversarial Noise Injection in Conditional GANs. IEEE 
Access. 
 
 DOI: https://doi.org/10.1109/ACCESS.2023.3326367 
 
[44]. Rahman, S., Mursal, S. N. F., Latif, M. A., Mushtaq, Z., Irfan, M., & Waqar, A. (2023, 
November). Enhancing Network Intrusion Detection Using Effective Stacking of Ensemble 
Classifiers With Multi-Pronged Feature Selection Technique. In 2023 2nd International 
Conference on Emerging Trends in Electrical, Control, and Telecommunication Engineering 
(ETECTE) (pp. 1-6). IEEE. 
 
DOI:  https://doi.org/10.1109/ETECTE59617.2023.10396717 
 
[45]. Latif, M. A., Mushtaq, Z., Arif, S., Rehman, S., Qureshi, M. F., Samee, N. A., ... & Al-
masni, M. A. Improving Thyroid Disorder Diagnosis via Ensemble Stacking and Bidirectional 
Feature Selection. 
https://doi.org/10.32604/cmc.2024.047621 
 
[46]. Ara, A., &Mifa, A. F. (2024). INTEGRATING ARTIFICIAL INTELLIGENCE AND BIG 
DATA IN MOBILE HEALTH: A SYSTEMATIC REVIEW OF INNOVATIONS AND 
CHALLENGES IN HEALTHCARE SYSTEMS. Global Mainstream Journal of Business, 
Economics, Development & Project Management, 3(01), 01-16. 
 
DOI: https://doi.org/10.62304/jbedpm.v3i01.70 
 

[47]. Bappy, M. A., & Ahmed, M. (2023). ASSESSMENT OF DATA COLLECTION 
TECHNIQUES IN MANUFACTURING AND MECHANICAL ENGINEERING THROUGH 
MACHINE LEARNING MODELS. Global Mainstream Journal of Business, Economics, 
Development & Project Management, 2(04), 15-26. 
DOI: https://doi.org/10.62304/jbedpm.v2i04.67 
 
 

[48]. Bappy, M. A. (2024). Exploring the Integration of Informed Machine Learning in 
Engineering Applications: A Comprehensive Review. American Journal of Science and 
Learning for Development, 3(2), 11-21. 



ISSN:3006-4023 (Online),JournalofArtificialIntelligence GeneralScience (JAIGS)234 

DOI: https://doi.org/10.51699/ajsld.v3i2.3459 
 
[49]. Uddin, M. N., Bappy, M. A., Rab, M. F., Znidi, F., &Morsy, M. (2024). Recent Progress on 
Synthesis of 3D Graphene, Properties, and Emerging Applications. 
DOI: https://doi.org/10.5772/intechopen.114168 
 
[50]. Hossain, M. I., Bappy, M. A., &Sathi, M. A. (2023). WATER QUALITY MODELLING 
AND ASSESSMENT OF THE BURIGANGA RIVER USING QUAL2K. Global Mainstream 
Journal of Innovation, Engineering & Emerging Technology, 2(03), 01-11. 
DOI: https://doi.org/10.62304/jieet.v2i03.64 
 

[51]. Zhu, M., Zhang, Y., Gong, Y., Xing, K., Yan, X., & Song, J. (2024). Ensemble 
Methodology: Innovations in Credit Default Prediction Using LightGBM, XGBoost, and 
LocalEnsemble. arXiv preprint arXiv:2402.17979. 

https://doi.org/10.48550/arXiv.2402.17979 
 

[52]. Yafei, X., Wu, Y., Song, J., Gong, Y., & Lianga, P. (2024). Generative AI in Industrial 
Revolution: A Comprehensive Research on Transformations, Challenges, and Future 
Directions. Journal of Knowledge Learning and Science Technology ISSN: 2959-6386 
(online), 3(2), 11-20. 

DOI: https://doi.org/10.60087/jklst.vol.3n2.p20 

[53]. Xu, J., Wang, H., Zhong, Y., Qin, L., & Cheng, Q. (2024). Predict and Optimize Financial 
Services Risk Using AI-driven Technology. Academic Journal of Science and 
Technology, 10(1), 299-304. 

https://drpress.org/ojs/index.php/ajst/article/view/19205 

[54]. Talati, D. (2023). Telemedicine and AI in Remote Patient Monitoring. Journal of Knowledge 
Learning and Science Technology ISSN: 2959-6386 (online), 2(3), 254-255. 

[55]. Talati, D. (2023). Artificial Intelligence (Ai) In Mental Health Diagnosis and Treatment. Journal of 
Knowledge Learning and Science Technology ISSN: 2959-6386 (online), 2(3), 251-253. 

[56]. Talati, D. (2023). AI in healthcare domain. Journal of Knowledge Learning and Science Technology 
ISSN: 2959-6386 (online), 2(3), 256-262. 

 

 

 


