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This study investigates the prediction of online purchasing behavior on the palm life APP 
through comprehensive analysis of customer operation logs, attribute sets, and purchase 
labels. Utilizing advanced feature engineering techniques, including time
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system comprising 61 associated features. The predictive models, leveraging Logistic 
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scores, demonstrating strong generalization capabilities and effectiveness in predicting 
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ABSTRACT 

This study investigates the prediction of online purchasing behavior on the palm life APP 
through comprehensive analysis of customer operation logs, attribute sets, and purchase 
labels. Utilizing advanced feature engineering techniques, including time
frequency analyses, and category-specific operations, we constructed a robust feature 
system comprising 61 associated features. The predictive models, leveraging Logistic 
Regression and LightGBM algorithms, were evaluated using cross
scores, demonstrating strong generalization capabilities and effectiveness in predicting 
customer behavior. Findings highlight the significance of personalized recommendations 
and targeted marketing strategies in enhancing customer engagement and o
operational efficiencies for e-commerce platforms. This research contributes to both 
theoretical advancements in consumer behavior prediction and practical implications for 
enhancing customer experience and service personalization in fintech appl
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This study investigates the prediction of online purchasing behavior on the palm life APP 
through comprehensive analysis of customer operation logs, attribute sets, and purchase 
labels. Utilizing advanced feature engineering techniques, including time-based metrics, 

specific operations, we constructed a robust feature 
system comprising 61 associated features. The predictive models, leveraging Logistic 
Regression and LightGBM algorithms, were evaluated using cross-validation and AUC 
scores, demonstrating strong generalization capabilities and effectiveness in predicting 
customer behavior. Findings highlight the significance of personalized recommendations 
and targeted marketing strategies in enhancing customer engagement and optimizing 

commerce platforms. This research contributes to both 
theoretical advancements in consumer behavior prediction and practical implications for 
enhancing customer experience and service personalization in fintech applications. 
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1. INTRODUCTION 
In the context of the rapid development of financial technology, e-commerce platforms are faced with 
the challenge of how to effectively deliver product information and accurately serve customers. This 
study aims to predict the online purchasing behavior of customers by analyzing the behavior data of 
customers buying coupons in the palm life APP. Specifically, this paper presents an innovative method 
and research idea, which lays a foundation for the future research of similar prediction problems. 

Firstly, we introduce the customer operation log data set, customer attribute set and purchase label set, 
analyze the data structure in detail, and adopt appropriate methods to deal with outliers. Secondly, 
through descriptive statistical analysis, the shopping habits of customers are revealed, and the 
characteristics are mined from multiple perspectives such as time, frequency, interval, module and 
operation mode. In the feature engineering phase, the research team expanded to 61 associated 
features and combined them with customer attributes to build a complete feature system. 

In order to build an effective prediction model, this study uses advanced machine learning algorithms 
such as XGBoost and LightGBM for training and learning. Cross-validation and AUC scores are used to 
evaluate the generalization ability of the model to ensure that the model is good at predicting unknown 
data. 

Finally, combined with the results of characteristic analysis, this paper summarizes the main results of 
the research, and puts forward suggestions to improve customers' coupon purchasing behavior. These 
suggestions can not only help e-commerce platforms achieve personalized and customized services, 
improve the purchase rate of multiple categories of goods, but also help merchants optimize inventory 
management, reduce costs, promote the development of stores, and improve the shopping experience 
of customers. 

To sum up, this study not only provides a new perspective and method for the prediction of e-commerce 
consumer behavior in theory, but also demonstrates its application and effect in practice, providing a 
valuable reference for further research and practice in related fields. 

 

2. RELATED WORK 
2.1 Finance related concepts 

1. Bank APP customer relationship management theory 

The research shows that consumers' shopping intention shows different rules at different time points. 
There are some differences in consumers' shopping intention between the first purchase and multiple 
purchases, which provides a basis for the establishment of a customer purchasing behaviour model. 
Based on the purchase log data of the customers of the APP, the paper puts forward the serial 
characteristics and time characteristics to describe the customers' purchase behaviour. It emphasises 
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the importance of personalized recommendations and detailed coupon information to improve 
purchase efficiency. 

2. Consumption theory of online purchase 

- Online purchase decisions include demand arousal, information collection, selection evaluation, 
purchase decision and post-purchase evaluation. The advantages of online consumption include rich 
variety of goods, price transparency and convenience, and price psychology and preference are 
important factors. The promotional effect of coupons on consumers is related to price preference. The 
theory of consumer behavior provides guidance for the formulation of preferential strategies. 

2.2 Computer-related concepts 

 

1. LightGBM and XGBoost algorithm  

- LightGBM: Decision tree-based gradient lifting algorithm with efficient training speed and 
optimization strategies, such as feature parallelism and histogram acceleration, further improves 
model effectiveness and training efficiency by introducing new technologies such as GOSS and EFB. 

- XGBoost: It is also an optimized distributed library based on gradient lift tree, which realizes efficient 
machine learning algorithm through the promotion of parallel decision trees, and gradually optimizes 
the prediction results of each decision tree to obtain accurate prediction models. 

2. AUC value  

- AUC (Area under the curve) is used to evaluate the performance of the binary classification model. The 
ROC curve shows the true case rate (TPR) and false positive case rate (FPR) of the model under different 
thresholds. The closer the AUC value is to 1, the better the model performance. 

These concepts and technologies are interwoven in research and application, providing an important 
theoretical basis and technical support for understanding and predicting consumer behavior and 
optimizing financial services. 

 

3. Methodology 
In this article, the research team explored the predictive analysis of customers' online purchasing 
behavior from the data of the customer purchase prediction contest under the consumer finance 
scenario held by the Credit Card Center of China Merchants Bank. The following are the main 
methodological parts: 

3.1 Data introduction and processing 

1. Data set description: 

Data set 1: Including personal attributes and consumption data of 80,000 credit card customers, a total 
of 30 columns, mainly used to analyze the relationship between customer attributes and credit card 
consumption. 
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Data set 2: APP customer operation behaviour logs, which record the operation behaviours in March 
2021, are used to analyse the behaviour patterns and preferences of customers on the APP. 

Data set 3: Label data that contains information on whether customers will purchase coupons in the 
coming week. 

3.2 Data processing: 

Desensitize and standardise personal attributes and credit card consumption data to prepare for 
subsequent analysis of customer operation behavior log data. 

Split and aggregate the fields of APP customer operation behavior logs, extract time features such as 
date, hours and weeks, and statistically analyze the number and click rate of customers on different 
modules. 

The clustering algorithm is used to analyse customer behavior patterns and preferences, such as 
customer activity, time interval, number of actions and category operations. 

3.3 Feature Engineering 

Firstly, time interval feature extraction is one of the important components of feature engineering. By 
analyzing the customer's operation record time stamp on the APP, we calculate the average, maximum, 
minimum, standard difference and other statistics of each customer's operation record time interval. 
These characteristics not only reflect the customer's operating frequency and stability, but also reveal 
the distribution law of the customer's active time. For example, a short average interval may indicate 
frequent usage habits, while a long maximum interval may indicate irregular patterns of behavior, 
information that is critical to understanding and predicting customer purchase intentions. 

Secondly, the construction of behavior frequency features can further deepen the understanding of 
customer behavior patterns. By counting the average number of behaviours and the date of behaviours, 
we reveal the frequency and time tendency of customers to engage in behaviours in a specific period of 
time. These characteristics can not only help identify active users, but also help to discover the 
underlying patterns of different behavior patterns, providing the basis for personalized 
recommendations and marketing strategies. 

The introduction of continuous active features further enriches the feature system. By analyzing 
continuous customer activity, such as the frequency and pattern of APP launches multiple times a day, 
we can gain insight into customer engagement and the stability of behavior patterns. These 
characteristics are critical for predicting long-term customer engagement and loyalty, helping to identify 
behavioral patterns that are important for customer conversion and satisfaction. 

Finally, the extraction of category operation characteristics can help identify the customer's behavioral 
preferences and engagement in different categories. We counted the operation times of customers on 
different modules, such as cate_1, cate_2, cate_3, etc., and revealed the preference and use frequency 
of customers on different functional modules. These characteristics not only help to understand 
customers' points of interest and behavioral focus, but also provide data support for personalized 
recommendations and precision marketing. feature engineering builds a rich and diverse feature system 
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through in-depth mining and statistical analysis of customer behavior data, which provides a key data 
basis for subsequent model training and prediction tasks. These features not only help to improve the 
predictive performance and generalization ability of the model, but also provide substantial support and 
guidance for data-driven decision making in the fintech field. 

3.4 Model Prediction 

1. Build the model: 

Logistic regression model and Light GBM algorithm based model are selected to predict customer's 
online purchasing behavior. 

Feature correlation analysis and importance screening are used to build a complete feature system and 
improve the prediction accuracy and generalization ability of the model. 

2. Model training and evaluation: 

The logical regression model and Light GBM algorithm model were trained with appropriate hyper 
parameters to evaluate the prediction effect of the model. 

The classification performance of the model is evaluated by AUC values to ensure good performance of 
the model on the data set. 

3.5 Conclusion 

Through the above methods, the research team can deeply understand the behavior patterns and 
preferences of customers on the handheld life APP, and provide targeted personalized 
recommendations and customer classification strategies for CMB. This methodology is not only limited 
to theoretical analysis, but also combines practical data processing and model application, providing a 
practical reference for data analysis and prediction in the field of fin tech. 

4. Conclusion 
Based on the detailed analysis and methodology presented in this study, we have achieved significant 
insights into predicting online purchasing behavior on the palm life APP. Through comprehensive data 
analysis, feature engineering, and advanced machine learning techniques such as Logistic Regression 
and LightGBM, we have successfully built robust predictive models. These models demonstrate strong 
performance in evaluating and predicting customer behavior, as evidenced by high AUC scores during 
cross-validation. 

Furthermore, our findings underscore the importance of personalized recommendations and precise 
marketing strategies in enhancing customer engagement and purchase efficiency. By leveraging the rich 
feature system developed from customer behavior data, including time intervals, behavior frequencies, 
continuous activities, and category preferences, we can optimize promotional efforts and improve 
customer satisfaction. These insights not only contribute to academic research in consumer behavior 
prediction but also provide practical implications for e-commerce platforms aiming to improve service 
customization and operational efficiency. 

In conclusion, this research not only advances theoretical understanding but also demonstrates practical 
applications in fintech. By refining our understanding of customer preferences and behaviors, we can 
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pave the way for future innovations in consumer analytics and decision-making processes within the 
financial technology sector. 
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