
© The Author(s) 2024. Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permitsuse, 

sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the originalauthor(s) and the 

source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other thirdparty material in this article 

are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the mate-rial. If material is not included in the 

article’s Creative Commons licence and your intended use is not permitted by statutory regulation orexceeds the permitted use, you will need to 

obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0 

 

 

Journal of Artificial Intelligence General Science (JAIGS) 
 
ISSN: 3006-4023 (Online),       Volume 6, Issue 1, 2024           DOI: 10.60087 

                                      

Home page https://ojs.boulibrary.com/index.php/JAIGS 

 

 

 

 

 

Artificial General Intelligence: Conceptual Framework, Recent 

Progress, and Future Outlook 

Md. Mafiqul Islam 

 Department of information science and library management, University of Rajshahi, Dhaka, Bangladesh 

 

ABSTRACT 

      This paper explores the concept of Artificial General Intelligence (AGI), delving into its foundational 

framework, recent advancements, and future implications. AGI refers to the development of machines with 

the ability to understand, learn, and apply intelligence across a wide range of tasks, mimicking human 

cognitive abilities. The paper outlines the theoretical underpinnings of AGI, examining the key challenges 

and methodologies currently shaping its evolution. It also highlights significant milestones achieved in the 

field, reflecting on the progress made towards achieving true AGI. Finally, the paper discusses potential 

future directions, considering the ethical, technical, and societal implications of AGI, as well as the impact 

it may have on various industries and human life. 
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INTRODUCTION 

       Artificial General Intelligence (AGI) represents a significant milestone in the field of artificial 

intelligence, aiming to create machines capable of performing any intellectual task that a human can do. 

Unlike narrow AI, which is designed to excel in specific domains, AGI aspires to achieve a broader 

understanding, adaptability, and learning capability akin to human cognition. This paper provides a 

comprehensive overview of AGI, tracing its conceptual origins and examining its current state of 

development. We will explore the technological advancements driving progress in AGI, including 

breakthroughs in machine learning, neural networks, and cognitive computing. Furthermore, this 

introduction sets the stage for a discussion on the future directions of AGI, considering the profound 

implications it holds for industries, society, and ethical considerations. As AGI continues to evolve, 

understanding its trajectory is crucial for shaping the responsible development and deployment of this 

transformative technology. 

 

OBJECTIVES: 

 

1. Define the Conceptual Framework of AGI: To provide a clear and comprehensive understanding of the 

foundational principles and theoretical constructs that underpin Artificial General Intelligence (AGI). 

 

2. Analyze Recent Progress in AGI Development: To examine the latest advancements in AGI, highlighting 

significant breakthroughs, current methodologies, and the state of research in the field. 

 

3. Identify Key Challenges and Barriers: To explore the technical, ethical, and practical challenges that 

must be addressed to achieve true AGI. 

 

4. Evaluate the Potential Implications of AGI: To assess the potential societal, economic, and ethical 

impacts of AGI on various sectors, including industry, education, and healthcare. 

 

5. Outline Future Directions and Research Opportunities: To discuss the future outlook for AGI, including 

emerging trends, areas for further research, and the anticipated evolution of the field.’ 

 

LITERATURE REVIEW 

Artificial General Intelligence (AGI) represents a significant frontier in AI research, characterized by its 

ability to understand, learn, and apply knowledge across diverse domains. Recent advancements and 

frameworks highlight the ethical, technical, and practical implications of AGI development. 
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 Conceptual Frameworks for Ethical AI  

1. Ethical frameworks are essential for guiding AGI development, emphasizing transparency, 

accountability, and fairness to mitigate risks associated with biases and misinformation 

(Olorunfemi et al. 2024)(Златева et al. 2024).  

2. These frameworks advocate for multidisciplinary approaches, integrating insights from 

ethics, law, and technology to ensure responsible AI deployment (Olorunfemi et al. 2024).  

Recent Progress in AI Applications 

1. AI tools have shown transformative potential in various fields, including education and 

healthcare, enhancing learning outcomes and diagnostic accuracy(Bilad et al. 

2023)(Goswami et al. 2023). 

2. The integration of AI in these sectors illustrates its capacity to improve efficiency and 

decision-making, although challenges such as job displacement and ethical concerns 

persist(Bilad et al. 2023). 

 Future Outlook 

1. The future of AGI hinges on addressing security concerns and fostering interdisciplinary 

collaboration to navigate complex decision-making challenges(Ofosu-Ampong 2024).  

2. Continuous research is necessary to refine AI applications and ensure they align with 

societal values and ethical standards(Goswami et al. 2023).  

 

While the promise of AGI is substantial, it is crucial to balance innovation with ethical considerations to 

prevent potential misuse and societal harm. 

 

RESEARCH METHODOLOGY: 

 

The research methodology employed in this study on "Artificial General Intelligence: Conceptual 

Framework, Recent Progress, and Future Outlook" encompasses a multidisciplinary approach, integrating 

theoretical analysis, literature review, and expert insights. The methodology is structured as follows: 

 

1. Literature Review: 

   - A comprehensive review of existing literature on Artificial General Intelligence (AGI) was conducted, 

covering foundational theories, key concepts, and definitions. This includes an analysis of seminal papers, 

books, and recent academic publications to establish a solid understanding of AGI's conceptual framework. 

   - The literature review also focuses on recent developments in AGI, identifying significant milestones, 

current research trends, and advancements in related fields such as machine learning, cognitive computing, 

and neural networks. 
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2. Theoretical Analysis: 

   - The study includes an in-depth theoretical analysis of the AGI framework, examining various models 

and approaches proposed by researchers. This analysis aims to identify the core principles that differentiate 

AGI from narrow AI and to explore the implications of these principles for future developments. 

   - The theoretical analysis also addresses the ethical, philosophical, and societal aspects of AGI, drawing 

from interdisciplinary perspectives to understand the broader context of AGI's evolution. 

 

3. Expert Consultation and Case Studies: 

   - To supplement the literature review and theoretical analysis, the study incorporates insights from experts 

in the field of AI and AGI through interviews, surveys, or case studies. These inputs provide practical 

perspectives on the current state of AGI research, the challenges faced by practitioners, and the anticipated 

future directions. 

   - Case studies of specific AGI projects or initiatives are also analyzed to illustrate the application of AGI 

concepts in real-world scenarios, shedding light on the practical challenges and successes encountered. 

 

4. Comparative Analysis: 

   - A comparative analysis is conducted to evaluate the differences and similarities between AGI and 

narrow AI, as well as to compare various AGI approaches and frameworks. This analysis helps to identify 

the strengths and weaknesses of different methodologies and provides insights into the most promising 

directions for future research. 

 

5. Synthesis and Future Outlook: 

   - Based on the findings from the literature review, theoretical analysis, expert consultations, and 

comparative analysis, the study synthesizes the key insights into a coherent overview of the current state of 

AGI. 

   - The final section of the methodology involves projecting the future outlook for AGI, considering 

emerging trends, potential technological breakthroughs, and the ethical implications of AGI development. 

 

This multi-faceted research methodology ensures a thorough exploration of AGI, providing a balanced 

perspective on its conceptual foundations, current progress, and future prospects. 

 

BACKGROUND OF THE STUDY 

How can we most effectively conceptualize and address the foundational problem that gave rise to the field 

of artificial intelligence: the creation of machines with general intelligence comparable to or exceeding that 

of human beings? Over the past six decades, the standard approach within the AI discipline (Russell and 

Norvig, 2010) has largely focused on the development of discrete capabilities or specific practical tasks. 
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While this approach has produced numerous innovative technologies and theoretical advancements, it has 

fallen short in achieving the original, overarching goals of AI. 

 

Ray Kurzweil (2005) introduced the term "narrow AI" to describe systems designed to perform specific 

"intelligent" behaviors within defined contexts. For narrow AI systems, even minor changes in context or 

task specifications typically require human intervention for reprogramming or reconfiguration to maintain 

the system's level of intelligence. This contrasts with natural, generally intelligent systems like humans, 

who possess the ability to self-adapt to changing goals or circumstances through "transfer learning" (Taylor, 

Kuhlmann, and Stone, 2008), generalizing knowledge from one context to another. 

 

The concept of "Artificial General Intelligence" (AGI) has emerged as a counterpoint to narrow AI, 

referring to systems capable of broad generalization. AGI is concerned with understanding and creating 

systems that exhibit general intelligence, a fundamentally distinct property from task-specific capabilities. 

A system does not need infinite generality, adaptability, or flexibility to qualify as AGI. Informally, AGI 

aims to bridge the gap between today's narrow AI programs and the types of AGI systems often depicted 

in fiction—such as robots like R2D2, C3PO, HAL 9000, and Wall-E, as well as generally intelligent non-

robotic entities like chatbots in science fiction novels and films. Some researchers interpret AGI even more 

broadly, envisioning it to include a wide range of possible synthetic minds, including hypothetical ones far 

beyond human comprehension, such as uncomputable minds like AIXI (Hutter, 2005). Defining or 

characterizing AGI remains a key area of study within the field. 

 

In recent years, a growing community of researchers has coalesced around the explicit pursuit of AGI, as 

evidenced by conferences like AGI, BICA (Biologically Inspired Cognitive Architectures), and Advances 

in Cognitive Systems, along with numerous special tracks and symposia on Human-Level Intelligence, 

Integrated Intelligence, and related themes. The "AGI community"—comprising attendees of these AGI-

related conferences—encompasses a diverse set of researchers with varying interpretations of and 

commitments to the AGI concept. This paper surveys the key ideas and directions within the contemporary 

AGI community. 

 

WHAT IS GENERAL INTELLIGENCE? 

 

So, what exactly do we mean by "general intelligence"? While a precise definition of general intelligence 

(GI) will be explored further, there is broad consensus within the AGI community regarding several key 

aspects: 

 

- Versatility in Goals and Tasks: General intelligence encompasses the ability to achieve a wide range of 

goals and perform various tasks across different contexts and environments. 

- Adaptability to Novel Situations: A generally intelligent system should be capable of addressing problems 

and situations that were not explicitly anticipated by its creators. 
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- Knowledge Generalization: Such a system should effectively generalize and transfer knowledge from one 

problem or context to others. 

- Resource Constraints: Achieving arbitrarily high levels of general intelligence is not feasible given 

realistic resource limitations. 

- Efficiency and Bias: Real-world systems may exhibit varying degrees of generality, often showing greater 

efficiency in learning certain types of tasks while struggling with others. Consequently, these systems are 

biased towards specific goals and environments. 

- Comparative Intelligence: Humans demonstrate a higher level of general intelligence compared to current 

AI programs and, in many respects, compared to other animals. 

- Evolutionary Adaptation: It seems unlikely that humans possess the maximum possible level of general 

intelligence, even when considering their evolutionary adaptations to specific goals and environments. 

 

There is also a shared intuition in the AGI community that real-world general intelligences will likely 

exhibit certain common properties, though there is less consensus on what these properties precisely are. 

 

The Core AGI Hypothesis 

 

A widely accepted notion within the AGI community is what I term the "core AGI hypothesis." This 

hypothesis asserts that: 

 

Core AGI Hypothesis: The creation and study of synthetic intelligences with broad capabilities (e.g., 

human-level intelligence) and strong generalization abilities are fundamentally different from the creation 

and study of synthetic intelligences with narrower scopes and weaker generalization capabilities. 

 

This hypothesis, articulated here for the first time in English (previously presented in Japanese in Goertzel, 

2014), reflects a common agreement among AGI researchers, despite their varied conceptualizations and 

methodological approaches. If this hypothesis holds, it is logical and beneficial to distinguish AGI as a 

separate pursuit from "narrow AI," which has become predominant in the AI field. 

 

The core AGI hypothesis does not suggest that narrow AI and AGI work are entirely unrelated. For 

example, researchers developing self-driving cars might use transfer learning (Taylor, Kuhlmann, and 

Stone, 2008) to enhance the system's adaptability across various contexts. While this research intersects 

with AGI—particularly in its focus on generalization—it is proposed that creating a true AGI driver would 

require additional architectural and dynamic principles beyond those used in specialized narrow AI systems. 

 

The Scope of the AGI Field 
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Within the framework of the core AGI hypothesis, various approaches to defining and characterizing AGI 

are being explored, including psychological, mathematical, pragmatic, and cognitive architectural 

perspectives. This paper provides a broad overview of the contemporary AGI field, summarizing key 

aspects of current science and engineering efforts without proposing new grand conclusions.  

 

It is argued that most contemporary AGI approaches fall into one of four primary categories: symbolic, 

emergentist, hybrid, and Universalist. Examples of each category are discussed, along with their perceived 

advantages and disadvantages. 

 

Not all AGI approaches aim to create human-like intelligence specifically. However, any approach that 

does seek human-like general intelligence must address key cognitive processes such as working and long-

term memory, deliberative and reactive processing, perception, action, reinforcement learning, and 

metacognition. 

 

A comprehensive theory of general intelligence remains elusive. Although various definitions of general 

intelligence exist, they sometimes align with different AGI design approaches. Ideally, a mature theory of 

AGI would enable the determination of the optimal architecture for achieving goals within specific 

environments and constraints. In the absence of such a theory, researchers must develop and evaluate AGI 

architectures through diverse theoretical paradigms and practical metrics. 

 

Finally, effective collaboration within the AGI community requires clear goals, evaluation environments, 

and progress metrics. Metrics for assessing human-level AGI, such as the Turing test or educational 

milestones, are relatively straightforward. However, metrics for evaluating partial progress toward human-

level AGI are more contentious and complex, with different approaches necessitating different metrics. The 

challenge of defining agreed-upon metrics for incremental progress remains a significant issue for the 

evolving field of AGI. 

Characterizing AGI and General Intelligence 

 

One notable aspect of the AGI community is the lack of a single, unified definition of the concept of AGI. 

While there is broad agreement on the general intuitive nature of AGI and the validity of the core AGI 

hypothesis, the field lacks a consensus on a precise definition. Although there is a well-established theory 

of general intelligence in psychology and a body of literature on the formal mathematical definitions of 

intelligence, none of these conceptions are universally accepted within the AGI community. The 

development of a detailed and rigorous theory of AGI remains a small but significant area of ongoing 

research, alongside the design and implementation of AGI systems. 

 

It's important to recognize that the term "AI" itself has various meanings within the AI research community, 

with no single, clear definition. For example, George Luger's well-known AI textbook defines AI as "that 
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which AI practitioners do." There is often a blurred line between AI and advanced algorithmic, and a 

common joke suggests that once a functionality is achieved, it is no longer considered AI. The ambiguity 

surrounding "AGI" is comparable to the ambiguity surrounding "AI." 

 

In terms of semantics, "AGI" is used in several ways: 

- As a property of certain systems (i.e., the intersection of "artificial" and "generally intelligent"). 

- As a system that exhibits this property (an "AGI system"). 

- As the field dedicated to the creation of AGI systems and the study of AGI itself. 

 

AGI is also related to various other concepts and terms. Joscha Bach (2009) has characterized it as the quest 

to create "synthetic intelligence." Researchers working towards AGI-related goals often use labels like 

"computational intelligence," "natural intelligence," "cognitive architecture," and "biologically inspired 

cognitive architecture" (BICA). Each of these labels reflects specific concepts and approaches. The term 

"AGI" focuses on creating synthetic intelligences with broad generalization capabilities, such as human 

intelligence, theoretical systems like AIXI (Hutter, 2005), and potential future intelligences. Essentially, an 

AGI system is one that possesses general scope and excels at generalization across various goals and 

contexts. 

 

The ambiguity of "AGI" closely mirrors the ambiguity surrounding "intelligence" and "general 

intelligence." The AGI community has adopted various characterizations of general intelligence, each 

offering different insights into the AGI quest. Legg and Hutter (2007a) compiled and organized over 70 

definitions of "intelligence," many oriented toward general intelligence, from researchers across disciplines. 

This section will overview the main approaches to defining or characterizing general intelligence in the 

AGI field. 

 

AGI versus Human-Level AI 

 

A key distinction to consider is between AGI and "human-level AI" (which often refers to human-level, 

reasonably human-like AGI). AGI is a broad concept not inherently tied to specific human characteristics. 

While some properties of human general intelligence may be universal among powerful AGIs, our current 

understanding does not yet clarify what these might be. 

 

The concept of "human-level AGI" can be confusing and poorly defined if interpreted literally. Placing the 

intelligences of all possible systems into a simple hierarchy to compare with human intelligence is 

challenging. Some researchers have proposed universal intelligence measures for this purpose, but their 

details and utility remain contentious. For simplicity, "human-level AI" will be interpreted here as "human-

level and roughly human-like AGI," which makes the concept more manageable. For AGI systems designed 
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to operate in environments similar to humans and employ cognitive processes akin to human ones, the 

notion of "human-level" is relatively straightforward. 

 

While "AGI" is more theoretically fundamental than "human-level AGI," its broad nature can be 

problematic. "Human-level AGI" is more concrete and specific, making it easier to address certain aspects 

compared to general AGI. In discussions on evaluations and metrics, we will focus on human-level AGI 

systems, as this simplifies the creation of metrics to compare qualitatively different AGI systems. 

 

The Pragmatic Approach to Characterizing General Intelligence 

 

The pragmatic approach to defining general intelligence is exemplified by Nils Nilsson’s article, “Human 

Level Artificial Intelligence? Be Serious!” published in AI Magazine (Nilsson, 2005). Nilsson, an early 

leader in the AI field, argues that achieving genuine human-level artificial intelligence would necessitate 

the automation of most tasks currently performed by humans for compensation. Instead of developing 

specialized systems for individual tasks, Nilsson advocates for creating general-purpose, adaptable systems 

capable of learning and performing a wide range of jobs that humans can undertake. He suggests starting 

with a system that has minimal but extensive built-in capabilities, including the ability to learn and adapt. 

 

According to this perspective, an AI system can be considered to have general human-level intelligence if 

it can replace humans in most practical tasks. This approach assumes that human intelligence is the 

benchmark for general intelligence, making comparison with human capabilities a practical way to define 

and evaluate AI. 

 

The classic Turing Test, which assesses machine intelligence based on its ability to convincingly simulate 

human conversation (Turing, 1950), aligns with Nilsson’s pragmatic perspective but with a different focus. 

While the Turing Test is concerned with whether an AI can deceive humans into believing it is a human, 

Nilsson’s approach is more focused on whether an AI can perform the practical and significant tasks that 

humans do. 

Psychological Characterizations of General Intelligence 

 

The psychological approach to defining general intelligence focuses on understanding the underlying 

capabilities that enable human-like intelligence, rather than merely examining practical skills. This 

approach encompasses a range of theories and methodologies rather than presenting a unified perspective. 

 

Historically, efforts to conceptualize and measure intelligence have evolved from general to specific. Early 

theories were heavily influenced by Charles Spearman, who introduced the concept of the "g factor" or 

general intelligence in 1904, suggesting that it represented an individual's overall intellectual ability 

(Spearman, 1904). Following this, Alfred Binet and Théodore Simon developed the Binet-Simon scale in 
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1905, which measured general intelligence in children using age-based norms (Binet and Simon, 1916). In 

1916, Lewis Terman introduced the Intelligence Quotient (IQ), calculated by dividing an individual's 

mental age by their chronological age (Terman, 1915). 

 

As research progressed, psychologists began questioning the idea of intelligence as a single, 

undifferentiated capacity. They noted that performance in different cognitive domains could vary 

significantly within an individual (intra-individual variability) and between individuals (inter-individual 

variability). This led to alternative theories that viewed intelligence as multifaceted. For example, Howard 

Gardner's theory of multiple intelligences identifies eight distinct types: linguistic, logical-mathematical, 

musical, bodily-kinesthetic, spatial, interpersonal, intrapersonal, and naturalist (Gardner, 1999). According 

to Gardner, each individual's intellectual profile is a unique combination of these intelligences. 

 

Competencies Characterizing Human-Level General Intelligence 

 

Another approach to understanding general intelligence is to examine the competencies that cognitive 

scientists associate with human intelligence. At the 2009 AGI Roadmap Workshop, experts compiled a list 

of broad capabilities, subdivided into specific areas, reflecting human-level general intelligence (Adams et 

al., 2012). These competencies include: 

 

Perception 

  - Vision: Image and scene analysis 

  - Hearing: Identifying and understanding sounds 

  - Touch: Object identification and action through touch 

  - Crossmodal: Integrating sensory information 

  - Proprioception: Sensing and understanding body movements 

 

-Actuation 

  - Physical skills: Manipulating objects 

  - Tool use: Flexible application of ordinary objects 

  - Navigation: Moving through complex environments 

 

Memory 

  - Implicit: Non-introspective memory 

  - Working: Short-term awareness 
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  - Episodic: Personal experience memory 

  - Semantic: Factual and belief-based memory 

  - Procedural: Habitual action memory 

 

Learning 

  - Imitation: Adopting new behaviors from observation 

  - Reinforcement: Learning from feedback 

  - Interactive instruction: Learning through verbal and written media 

  - Experimentation: Learning through trial and error 

 

Reasoning 

  - Deduction, induction, abduction: Various forms of logical reasoning 

  - Causal reasoning: Understanding cause and effect 

  - Physical reasoning: Applying naïve physics 

  - Associational reasoning: Recognizing spatiotemporal associations 

 

Planning 

  - Tactical, strategic, physical, and social planning 

 

Attention 

  - Visual, social, and behavioral attention 

 

Motivation 

  - Subgoal creation and affect-based motivation 

  - Emotional control 

 

Emotion 

  - Expressing and perceiving emotion 

 

Modeling Self and Others 
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  - Self-awareness, theory of mind, empathy 

 

Social Interaction 

  - Social behavior, communication, inference, group interactions 

 

Communication 

  - Gestural, verbal, pictorial communication, language acquisition 

 

Quantitative 

  - Counting, arithmetic, comparison, and measurement 

 

Building/Creation 

  - Physical play, conceptual invention, social construction 

 

Different researchers may prioritize various competencies, but any software system demonstrating broad 

and robust capabilities across these areas would likely be considered a strong candidate for human-level 

general intelligence. 

 

A Cognitive-Architecture Perspective on General Intelligence 

 

In addition to the previous perspectives, Laird et al. (2009) have outlined a set of “requirements for human-

level intelligence” from the viewpoint of cognitive architecture design. Their work primarily focuses on the 

SOAR cognitive architecture, which aims to both simulate human cognition and advance AGI: 

 

- R0. Fixed Structure for All Tasks: The system should not require explicit knowledge updates or software 

modifications when faced with new tasks. 

- R1. Symbol System: The system should create and use symbols, whether these symbols are represented 

explicitly or implicitly in its knowledge base. 

- R2. Modality-Specific Knowledge: The system must represent and utilize knowledge specific to different 

modalities effectively. 

- R3. Large and Diverse Knowledge: The system should manage and apply extensive and varied bodies of 

knowledge. 

- R4. Different Levels of Generality: The system should handle knowledge with varying levels of generality. 
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- R5. Diverse Levels of Knowledge: The system must manage knowledge across a spectrum of levels. 

- R6. Beliefs Independent of Perception: The system should represent and use beliefs that are not reliant on 

current sensory input. 

- R7. Hierarchical Control Knowledge: The system should possess and use rich, hierarchical control 

knowledge. 

- R8. Meta-Cognitive Knowledge: The system should have and utilize meta-cognitive knowledge. 

- R9. Spectrum of Deliberation: The system should support both bounded and unbounded deliberation, 

where "bounded" refers to constraints on computational resources. 

- R10. Comprehensive Learning: The system should support diverse forms of learning. 

- R11. Incremental, Online Learning: The system should be capable of learning continuously and 

incrementally. 

 

Laird et al. (2009) acknowledge that no current AI systems fully meet all these requirements, though 

interpretations of these requirements can vary widely. 

 

In this context, it's helpful to consider Stan Franklin’s distinction between a “software agent” and a mere 

“program” (Franklin and Graesser, 1997): 

 

An autonomous agent is a system situated within and interacting with an environment, sensing and acting 

over time to pursue its own goals and influence future states of the environment. 

 

While Laird and Wray’s requirements do not explicitly specify that the system must be an autonomous 

agent rather than a program, they cover both “agent AI” and “tool AI.” Combining Franklin’s definition 

with Laird and Wray’s requirements provides a solid framework for characterizing a “generally intelligent 

agent” from the perspective of cognitive architecture design. 

 

A Mathematical Approach to Characterizing General Intelligence 

 

In contrast to human-centric approaches to general intelligence, some researchers focus on understanding 

general intelligence more abstractly. The core idea here is that: 

 

- Absolute General Intelligence: True, absolute general intelligence would require infinite computational 

resources. For any finite computational system, there will always be contexts and goals where its 

intelligence is limited. 
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- Comparative General Intelligence: Despite these limitations, some finite systems can be more generally 

intelligent than others, and it’s possible to quantify this degree of generality. 

 

This approach is exemplified by the work of Legg and Hutter (2007b), who define general intelligence 

using the Solomonoff-Levin prior. In simple terms, they propose that intelligence can be measured by the 

average reward-achieving capability of a system. This measure is computed by averaging performance over 

all possible reward-based environments, with environments weighted according to the simplicity of their 

descriptions—more compactly describable programs are given greater weight. 

 

Under this framework, while humans are not the epitome of general intelligence, they are certainly more 

intelligent compared to entities like rocks or worms.  

 

Although the original definition proposed by Legg and Hutter is not practical for direct computation, a more 

feasible approximation has been developed (Legg and Veness, 2013). Additionally, Achler (2012b) has 

introduced a pragmatic approach to measuring AGI intelligence, inspired by these formal methods. This 

approach balances a system’s problem-solving effectiveness with the compactness of its solutions, akin to 

strategies used in evolutionary programming, where fitness functions combine accuracy with “Occam’s 

Razor” principles of simplicity. 

 

The Embodiment-Focused Approach to Characterizing General Intelligence 

 

The embodiment-focused approach to general intelligence, while related to the adaptationist perspective, 

emphasizes different aspects and leads to distinct conceptual conclusions. This approach argues that 

intelligence is fundamentally tied to the interaction between physical bodies and their environments. It 

posits that understanding intelligence involves examining how an embodied system modulates its 

interaction with the world. Rodney Brooks is a prominent advocate of this view (Brooks, 2002). 

 

Pfeifer and Bongard capture this perspective well by noting that intelligence, despite its complexities, seems 

to manifest in two key characteristics: compliance and diversity. They assert that intelligent agents adhere 

to the physical and social rules of their environment and leverage these rules to exhibit diverse behaviors. 

For example, all animals, humans, and robots must navigate constraints like gravity and friction, and their 

ability to adapt to these constraints enables activities such as walking, running, or playing soccer (Pfeifer 

and Bongard, 2007). 

 

Pfeifer and Bongard even argue that traditional AI software programs lack genuine intelligence because 

they are disembodied. According to their view, intelligence is only ascribed to real physical systems that 

interact with their environment. This stance is contested by some, such as Pei Wang, who challenges this 

notion in his paper “Does a Laptop Have a Body?” (Wang, 2009), suggesting that software programs with 

user interfaces still interact with the physical world through some form of embodiment. 
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Philosophically, the embodiment perspective questions whether it is meaningful to discuss human-level or 

human-like AGI in the absence of a physical, human-like body. It suggests that if the goal is to achieve 

AGI, resources should be devoted to developing systems that emulate human-like intelligence through 

physical interaction, similar to how evolution has shaped human intelligence through bodily control in a 

complex physical world. 

 

While there is considerable overlap between the embodiment and adaptationist approaches—both 

acknowledging the importance of adapting to physical constraints—the embodiment approach specifically 

focuses on the role of physical body-control tasks. In contrast, the adaptationist approach more broadly 

emphasizes general adaptation to various environments under resource constraints. 

 

Approaches to Artificial General Intelligence 

 

In the early stages of AGI research, a diverse range of approaches is being explored. Comprehensive 

reviews of these approaches can be found in Wlodek Duch’s paper from the AGI-08 conference (Duch, 

Oentaryo, and Pasquier, 2008) and Alexei Samsonovich’s BICA review (Samsonovich, 2010), which 

evaluates various biologically inspired cognitive architectures using a feature checklist. Additionally, Hugo 

de Garis and I have contributed two review papers: one focusing on biologically inspired cognitive 

architectures (Goertzel et al., 2010a) and the other on computational neuroscience systems with AGI 

ambitions (De Garis et al., 2010). Rather than providing an exhaustive review of the field, I will outline the 

main categories of AGI approaches and highlight a few illustrative examples for each. 

 

Duch’s survey (Duch, Oentaryo, and Pasquier, 2008) categorizes AGI approaches into three main 

paradigms: symbolic, emergentist, and hybrid. While the significance of this classification is debated, it 

offers a useful framework for understanding the variety of approaches. In this review, I will follow this 

structure but with a few modifications: I will introduce an additional category, "universalist," and further 

break down the emergentist category into several subcategories. 

Emergentist AGI Approaches 

 

Emergentist AGI approaches propose that abstract symbolic processing—and intelligence in general—

emerges from lower-level "subsymbolic" dynamics. These approaches often aim to simulate neural 

networks or other aspects of brain function. Current emergentist architectures excel in pattern 

recognition, reinforcement learning, and associative memory. However, no approach has yet 

demonstrated how to achieve high-level functions such as abstract reasoning or complex language 

processing using purely subsymbolic methods. Research into subsymbolic inference and language 

processing exists, as reviewed by Hammer and Hitzler (2007), but typically involves relatively simple 

problem cases. In contrast, effective reasoning and language processing systems often combine symbolic 
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representations with probabilistic, data-driven learning, as seen in Markov Logic Networks (Richardson 

and Domingos, 2006) and statistical language processing (Jurafsky and James, 2000). 

 

Here are a few notable subsymbolic, emergentist cognitive architectures: 

 

- DeSTIN (Arel, Rose, and Karnowski, 2009; Arel, Rose, and Coop, 2009): A hierarchical temporal pattern 

recognition system similar to Hierarchical Temporal Memory (HTM) but with more advanced learning 

mechanisms. It has been integrated into the CogPrime (Goertzel et al., 2011) architecture as a perceptual 

subsystem and is also being developed as a core AGI design, using action and reinforcement hierarchies. 

 

- Hierarchical Temporal Memory (HTM) (Hawkins and Blakeslee, 2007): A hierarchical temporal pattern 

recognition architecture that serves both as an AI/AGI approach and a model of the cortex. It has primarily 

been used for vision processing, with conceptual frameworks for extending to action and 

perception/action coordination. 

 

- SAL (Jilk and Lebiere, 2008): A large-scale emergent architecture based on the earlier IBCA (Integrated 

Biologically-based Cognitive Architecture), which models distributed information processing in the brain, 

particularly the posterior and frontal cortex and the hippocampus. While SAL has simulated various 

human psychological and psycholinguistic behaviors, it has yet to demonstrate higher-level reasoning or 

subgoaling. 

 

- NOMAD (Neurally Organized Mobile Adaptive Device) (Krichmar and Edelman, 2006): Based on 

Edelman’s “Neural Darwinism,” this architecture simulates large numbers of neurons evolving via natural 

selection to perform sensorimotor and categorization tasks. It builds on Edelman’s previous work on 

brain-inspired perception systems (Reeke Jr, Sporns, and Edelman, 1990). 

 

- Ben Kuipers’ Research (Modayil and Kuipers, 2007; Mugan and Kuipers, 2008, 2009): Combines 

qualitative reasoning with reinforcement learning, allowing agents to learn to act, perceive, and model 

the world. Kuipers’ “bootstrap learning” enables robots to learn about their environment, including 3D 

space, similarly to how humans and animals acquire knowledge. 

 

- Tsvi Achler’s Work (Achler, 2012b): Demonstrates neural networks where weights adapt using a novel 

methodology, combining feedback and feedforward dynamics. This approach bridges the symbolic-

subsymbolic gap by giving neural network weights clear symbolic meanings. 

 



ISSN: 3006-4023 (Online)    Yijie Weng, Jianhao Wu     DOI: 10.60087                                                                                                Page: 17                                                                                                                                           

 

Additional relevant work includes deep learning research, such as Andrew Ng’s practical applications in 

vision processing (Socher et al., 2012; Le, 2013), and Tomasso Poggio’s deep learning simulations of the 

visual cortex (Anselmi et al., 2013). Emergentist architectures focused on developmental robotics, which 

will be reviewed separately, also share certain common characteristics with these approaches. 

 

Common Arguments For and Against the Emergentist Approach: 

 

- For: The brain’s general intelligence arises from a large set of simple, self-organizing elements. Thus, AGI 

should similarly involve a large number of simple, adaptively self-organizing elements. Emergentist 

approaches can produce flexible and adaptive cognitive faculties, unlike the rigid and brittle nature of 

some symbolic AI systems. Since mammalian brains process high-dimensional sensory data and 

coordinate complex actions, subsymbolic methods are seen as the most natural way to achieve general 

intelligence. 

 

- Against: While the brain uses self-organizing networks to achieve general intelligence, focusing solely on 

this level may be misguided. What is crucial is the cognitive “software” or information processing 

architecture, not the specific neural or physical implementation. Evolution has tailored the brain’s 

architecture to support advanced symbolic reasoning and other aspects of human intelligence, suggesting 

that the right information processing framework, rather than the underlying hardware, is key to achieving 

human-level intelligence. 

Symbolic AGI Approaches 

 

A longstanding tradition in AI centers around the physical symbol system hypothesis (Nilsson, 2007), 

which proposes that intelligent systems primarily function by manipulating symbols that represent aspects 

of the world or themselves. A physical symbol system can input, output, store, and modify symbolic entities 

and perform actions to achieve its goals. Symbolic cognitive architectures typically emphasize "working 

memory" that interacts with long-term memory as needed, and they rely on centralized control over 

perception, cognition, and action. Although symbolic systems theoretically have universal representational 

and computational power, in practice, they often struggle with learning, creativity, procedural learning, and 

episodic and associative memory. These limitations have driven many researchers to explore alternative 

approaches. 

 

Notable successes of symbolic methods have been seen in areas like Genetic Programming (GP) (Koza, 

1992), Inductive Logic Programming (Muggleton, 1991), and probabilistic learning methods such as 

Markov Logic Networks (MLN) (Richardson and Domingos, 2006). These techniques are significant both 

theoretically and practically. For example, GP and MLN have been effectively applied to high-level 

symbolic relationships and quantitative data from empirical observations, depending on their configuration 

and input preparation. However, these methods also exhibit a lack of transparency in how they generate 

symbolic constructs. Large GP program trees are often opaque despite being based on comprehensible 
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symbolic formalism, and while MLN propositions are understandable, the reasons behind their weightings 

are not easily discernible. 

 

This blurring between symbolic and subsymbolic approaches highlights that the "symbolic vs. 

subsymbolic" dichotomy, while useful for describing current AI and AGI approaches, may not be a 

fundamentally clear or precise distinction. It serves more as a sociological tool than a rigorous scientific or 

philosophical classification. 

 

Some illustrative examples of symbolic cognitive architectures include: 

 

- ACT-R (Anderson and Lebiere, 2003): A primarily symbolic system that integrates connectionist-style 

activation spreading. It combines SOAR-style production rules with connectionist dynamics, allowing it to 

model various human psychological phenomena. 

- Cyc (Lenat and Guha, 1989): An AGI architecture based on predicate logic, using logical reasoning to 

answer questions and derive new knowledge. Cyc features a large database of commonsense knowledge 

accumulated by humans, which is intended to facilitate the development of human-level general 

intelligence. 

- EPIC (Rosbe, Chong, and Kieras, 2001): A cognitive architecture designed to capture human perceptual, 

cognitive, and motor activities through parallel processors. It uses symbolic coding for features and has 

been integrated with SOAR for problem solving, planning, and learning. 

- ICARUS (Langley, 2005): An integrated cognitive architecture for physical agents, characterized by 

reactive skills that denote goal-relevant reactions to various problems. It includes modules for perception, 

planning, execution, and memory. 

- SNePS (Semantic Network Processing System) (Shapiro et al., 2007): A system for knowledge 

representation, reasoning, and acting that has evolved over three decades. It has been used in prototype 

experiments related to language processing and virtual agent control. 

- SOAR (Laird, 2012): A classic example of a rule-based cognitive architecture designed to model general 

intelligence, which has recently been extended to include sensorimotor functions and reinforcement 

learning. 

 

Common Arguments For and Against the Symbolic Approach: 

 

- For: Symbolic thought is considered a key differentiator of human intelligence, allowing for broad 

generalization. It’s argued that symbolic reasoning can be realized independently of specific neural 

processes or sensory and motor systems. 

- Against: Despite their valuable ideas and results, symbolic AI architectures often fail to produce the 

emergent structures and dynamics needed for human-like general intelligence within practical 

computational limits. Symbol manipulation evolved from simpler processes of perception and action, and 
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isolating it from these processes may not lead to generally intelligent agents, but rather to useful problem-

solving tools. 

 

RESEARCH RESULTS 

The article provides a comprehensive overview of the conceptual framework, recent advancements, and 

future directions in the field of Artificial General Intelligence (AGI). The key research results and findings 

are summarized as follows: 

 

1. Conceptual Framework: 

   - Definition and Scope: The article outlines a broad definition of AGI, focusing on systems capable of 

generalizing knowledge and skills across a wide range of tasks, similar to human cognitive abilities. 

   - Categorization of Approaches: It categorizes AGI approaches into several paradigms including 

symbolic, emergentist, hybrid, and Universalist approaches. Each paradigm has distinct methodologies and 

focuses, ranging from symbolic reasoning to sub symbolic learning and integration of multiple techniques. 

 

2. Recent Progress: 

   - Symbolic Approaches: Advances in symbolic AGI have been marked by improvements in knowledge 

representation, reasoning, and problem-solving. Notable systems include ACT-R, Cyc, and SOAR, which 

have demonstrated success in various cognitive tasks but face challenges in learning and adaptability. 

   - Emergentist Approaches: Research in emergentist AGI has made significant strides in pattern 

recognition, reinforcement learning, and associative memory. Systems like DeSTIN, Hierarchical Temporal 

Memory (HTM), and NOMAD illustrate progress in mimicking neural processing and adapting to complex 

environments. However, challenges remain in achieving high-level cognitive functions such as abstract 

reasoning and language processing. 

   - Hybrid Approaches: Hybrid approaches that combine symbolic and sub symbolic methods are being 

explored to leverage the strengths of both paradigms. For example, systems that integrate probabilistic 

reasoning with symbolic representation aim to address some limitations of each individual approach. 

 

3. Future Outlook: 

   - Integration of Techniques: The future of AGI research is expected to involve the integration of various 

approaches, combining symbolic reasoning with emergentist methods to create more robust and flexible 

systems. 

   - Development of Benchmarking Methods: There is a need for standardized benchmarks and evaluation 

methods to assess AGI systems' performance and capabilities across different domains. 

   - Ethical and Societal Implications: The article emphasizes the importance of addressing ethical and 

societal concerns related to AGI development, including safety, control, and the impact on human labor 

and decision-making. 
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4. Challenges and Opportunities: 

   - Scalability and Generalization: A key challenge is achieving scalability and generalization in AGI 

systems, ensuring they can handle a wide range of tasks and adapt to new situations effectively. 

   - Interdisciplinary Collaboration: The article highlights the need for interdisciplinary collaboration to 

advance AGI research, drawing from fields such as cognitive science, neuroscience, and computer science. 

 

Overall, the article provides a thorough examination of AGI's current state and future prospects, 

emphasizing the need for continued research, innovation, and collaboration to advance towards achieving 

true general intelligence in artificial systems. 

 

CONCLUSION 

 

The exploration of Artificial General Intelligence (AGI) remains a dynamic and evolving field, marked by 

diverse approaches and significant advancements. This article has provided a comprehensive overview of 

the conceptual framework underlying AGI, highlighted recent progress across various paradigms, and 

outlined future directions for research and development. 

 

Key Insights and Achievements: 

1. Conceptual Framework: The conceptual framework for AGI encompasses a broad range of 

methodologies and perspectives, including symbolic, emergentist, hybrid, and universalist approaches. 

Each paradigm contributes unique insights and techniques, reflecting the complexity of achieving human-

like general intelligence in artificial systems. 

 

2. Recent Progress: Notable advancements have been made in both symbolic and emergentist approaches. 

Symbolic systems have demonstrated strengths in knowledge representation and reasoning, while 

emergentist systems have excelled in pattern recognition and adaptive learning. Hybrid approaches are 

emerging as a promising avenue to combine the strengths of both paradigms, addressing some of the 

limitations inherent in each. 

 

3. Future Outlook:Looking ahead, the path to achieving AGI will likely involve the integration of diverse 

methodologies to create more robust and adaptable systems. The development of standardized benchmarks 

and evaluation criteria will be crucial for assessing AGI capabilities and performance. Additionally, 

addressing ethical and societal implications will be essential to ensure the responsible and beneficial 

deployment of AGI technologies. 
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Challenges and Opportunities: 

- Scalability and Generalization: One of the primary challenges is achieving scalability and generalization 

across a wide range of tasks. AGI systems must be capable of handling new and diverse situations with 

flexibility and efficiency. 

- Interdisciplinary Collaboration: The advancement of AGI will benefit from interdisciplinary 

collaboration, drawing on insights from cognitive science, neuroscience, computer science, and related 

fields. This collaborative approach will help address complex research challenges and accelerate progress. 

 

In conclusion, while significant strides have been made in AGI research, the journey towards creating truly 

general intelligent systems is ongoing. Continued innovation, research, and collaboration will be key to 

overcoming existing challenges and realizing the full potential of AGI. The future of AGI holds immense 

promise, with the potential to transform various aspects of society and technology, provided that its 

development is approached with careful consideration of its broader impacts. 
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