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ABSTRACT 

This paper discusses the application and advantages of machine learning in 

anomaly detection of network security traffic. By summarizing the existing 

methods and techniques of network anomaly detection, this paper focuses on the 

progress of clustering, classification, statistics, and information theory in research. 

In particular, innovations in data preprocessing, feature selection, and algorithm 

design, such as experimental validation based on an improved KNN algorithm, 

demonstrate the potential of machine learning in improving detection accuracy 

and efficiency. In the future, as the amount of data increases and algorithms are 

further optimized, these technologies are expected to drive further development in 

cybersecurity and address the challenges of increasingly complex cyber threats. 
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1. INTRODUCTION 
Network anomaly detection plays a vital role in network security and is an indispensable part of network 

intrusion detection systems. Unlike feature code-based detection, anomaly detection can effectively detect 

unknown attack activities, including 0-day attacks, so it has significant practicability and value. 

In the background of the long history and diverse network anomaly detection methods, researchers have 

adopted various methods, including clustering, classification, statistics, information theory, and digital 

signal processing. This paper realizes network anomaly detection based on machine learning. [1-3] 

Researchers have made remarkable progress Through continuous exploration and innovation. For example, 

Gaddam et al. combined the K-Means clustering algorithm and the ID3 algorithm to achieve a high anomaly 

detection accuracy, emphasizing the importance of defining a suitable similarity measurement method. On 

the other hand, Yan et al. successfully applied the SVM classifier, which labeled normal or abnormal data, 

to detect abnormal network traffic. However, the classification method relies on offline training data sets, 

which limits its application breadth in different network environments. 

In addition, statistics-based methods are simple, fast, and interpretable for anomaly detection. However, 

these methods often need to meet specific constraints on the data, which are challenging to meet in the 

complex and changeable network environment. [4-5] Zempoaltecatl Piedras et al. proposed a new method 

based on entropy space, which has achieved good results in practical applications. Still, it is unsuitable for 

data scenarios with periodicity and large internal fluctuations. 

Finally, applying machine learning technology in network anomaly detection improves detection accuracy 

and efficiency and brings more flexible and adaptable solutions. As the volume of data increases and 

algorithms improve, these technologies are expected further to push the forefront of cybersecurity in the 

future, addressing increasingly sophisticated and covert cyber threats. 

 

2. RELATED WORK 
2.1 Network traffic exception 

According to a 2021 security report by Check Point Software, global cyberattacks against enterprises 

increased by 29 percent, with U.S. enterprises experiencing an average of 443 attacks per week and the 

Asia-Pacific region experiencing an average of 1,338 attacks per week. Among these frequent attacks, many 

use new attack tools and methods, which leads to the failure of detection and protection measures taken by 

many enterprises[6]. Detecting and blocking attacks from the network traffic side is currently the 

mainstream method of network security protection. The traditional traffic-side attack detection scheme 

relies on the static feature code extracted from the analysis of the attack traffic. [7]The detection speed of 

this scheme is breakneck, but the detection accuracy depends heavily on the signature database. If the 

signature code of an attack is not included in the signature database, the scheme cannot detect the attack. 

In addition, some attacks encrypt their traffic and cannot extract feature codes from the load without 

decryption. As a result, traditional feature code-based detection schemes cannot detect encrypted traffic. 

The communication behavior of network traffic generated under normal conditions is obviously different 

from that of network traffic generated under attack, and this difference will not disappear because the load 

data is encrypted. On the other hand, if there is significantly different traffic from normal traffic on the 

network, does it indicate an attack on the network? [8]The answer is not necessarily. Because of the 

complex and changeable characteristics of the network, some normal behaviors will also cause network 
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traffic to change differently than usual. However, such cases are relatively rare, and if there is a good 

modeling of regular traffic, it can be controlled to a small range. [9-11]Therefore, when abnormal traffic is 

detected on the network, there is a high probability that an attack behavior generates it. You can further 

verify whether the abnormal traffic is an attack behavior by other means. Given this, network traffic 

anomaly detection is often used to detect unknown new attacks in unencrypted and encrypted traffic. It does 

not rely on the traditional static signature database and detects traffic significantly different from regular 

traffic through the analysis of network traffic communication behaviors so as to discover potential attack 

behaviors. 

The concept of an exception has many different definitions. Kafadar et al. define it as a set of data that looks 

different from other data. Chandola et al. argue that anomalies are data patterns that deviate from clearly 

defined normal behavior. Lakhina et al. defined anomalies in the network as infrequent and dramatic 

changes at the level of network traffic. Through these definitions, it is evident that how to determine the 

normal state is a crucial step in anomaly detection. 

Many security researchers have done research in the field of anomaly detection of network traffic and have 

put forward many feasible technical schemes. Through the study of these technical schemes, it can be found 

that all the schemes for anomaly detection from the network traffic side regard what kind of traffic data is 

collected and what kind of algorithm is used as the critical point. [12]In these schemes, traffic data and 

algorithms are not tightly coupled together; in fact, traffic data needs to be processed by a variety of 

different algorithms. Similarly, an algorithm can also process various types of traffic data, and technicians 

can freely combine traffic data and algorithms according to actual application scenarios to obtain the 

optimal detection scheme. To achieve this goal, this paper will review the relevant detection technologies 

from the two dimensions of network traffic data acquisition and anomaly detection algorithm model and 

predict the future research direction and possible challenges. 

2.2 Network traffic data collection 

What kind of traffic data to collect is an important anomaly detection problem. Different data depict 

network traffic from various angles and capabilities. You need to select the correct traffic data according to 

actual application scenarios and issues to be solved. [14-16]According to the description of features in the 

KDD '99 data set, traffic features in the network can be divided into three types: essential features of 

connections, content features of connections, and traffic statistical features. In addition, with the advent of 

deep learning technology, the raw load of packets can also be directly used for anomaly detection. 

1. Basic characteristics of the connection 

The essential characteristics of a connection are the basic property information of a connection established 

by different levels and different types of protocols in the Transmission Control Protocol/Internet Protocol 

[17](TCP/IP) family. This includes, but is not limited to, the duration of a connection, the type of protocol 

used, the amount of data sent, the amount of data received, etc. Jadidi et al. and Bartos et al. used the 

essential characteristics of Transmission Control Protocol (TCP) connections to train the model for anomaly 

detection. 

Essential characteristics of the connection use some basic information and behavior information of the two 

parties in the communication process, but do not contain features related to the communication content. 

Therefore, the description of the connection is not comprehensive. However, in the scenario of encrypted 

traffic detection, the essential characteristics of the connection are mainly relied on. 
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2. Content characteristics of the connection[18] 

The content feature of the connection is to analyze the load data in the connection and extract the 

characteristics that may reflect the intrusion behavior, including but not limited to the number of access to 

system-sensitive files and directories in a connection, the number of login failures, and the number of shell 

commands. 

The content feature of the connection can describe the attack from the content with high accuracy[19]. Still, 

it requires experts in the field to analyze the attack and extract the related content, which has high labor 

costs and limited generalization ability and cannot be used in encrypted traffic scenarios. 

3. Traffic statistics 

Traffic statistics are extracted from a specified time window or number of connections to reflect the attack 

behavior instead of a single connection. You can collect statistics on the number of connections in the 

specified time window that have the same destination IP address as the current connection, the number of 

connections that have the same source IP[20] address as the current connection, and the number of 

connections that have the same service type as the current connection. You can also collect statistics on the 

number of connections whose destination IP addresses are the same as those of the current connection, the 

number of connections whose destination IP addresses are the same as those of the current connection, and 

the size of data sent to the same destination IP address, the number of new connections, and the number of 

sent and received packets in a specified time window. [21]Thottan et al., Fontugne et al., and Lim et al. 

counted the traffic characteristics between one host and other hosts in a specified time window from the 

perspective of hosts in the LAN and performed anomaly detection. 

The advantage of data collection at the protocol level is that it can reflect the changes of each protocol and 

can discover the attack behavior closely related to a specific protocol[22]. Compared with connection-based 

features, traffic statistics can describe network traffic from a broader perspective, reflect the relationship 

between multiple connections, and can be used to detect complex and persistent attacks. 

4. Original load 

With the development of deep learning, the raw load in the packet can also be used as a training model for 

anomaly detection. According to the objective function, the deep learning model can automatically extract 

the features suitable for the target task from the original load through gradient descent and backpropagation 

techniques. 

Using raw load features eliminates the need for feature engineering and reduces the dependence on domain 

experts, but this approach requires sample data and consumes a lot of computing resources. In addition, it 

is difficult for the model to converge to an ideal level when the load is encrypted[23]. 

2.3 The value of machine learning in cybersecurity 

Traditional network security defense methods often rely on matching rules and patterns, but this method is 

challenging to cope with because of the increasingly complex means of network attack. By contrast, 

machine learning can better identify and predict various network anomalies and attacks by learning patterns 

and features from large amounts of data. Specifically, the application of machine learning in network 

security is mainly reflected in the following aspects: 

0. Anomaly detection: By monitoring network traffic, system logs, and other data, the machine learning 

model can identify abnormal behaviors that are inconsistent with normal behaviors, such as abnormal data 

packets and abnormal login behaviors. 
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1. Threat Intelligence Analysis [24]: Machine learning can help analyze large amounts of threat intelligence 

data to identify potential threats and attackers and the means and targets they may take to attack. 

2. Behavioral analysis: By analyzing the behavior patterns of users and devices, machine learning can 

identify abnormal behaviors, such as unauthorized access, abnormal data transmission, etc[25]. 

3. Malicious code detection: Machine learning can analyze the characteristics of software code, identify 

potentially malicious code, and prevent and remove it in time. 

When it comes to the advantages of machine learning in detecting anomalies in network security traffic, 

there are two key aspects to consider: 

1. Able to detect unknown attack patterns: 

Traditional rule - or feature-based detection systems are often unable to deal effectively with new and 

unknown attacks (such as 0-day attacks) [26-28]because the features of these attacks are usually not in the 

set of known rules or features. By learning the patterns and behaviors of large amounts of data, machine 

learning models can identify and respond to the characteristics of novel attacks, thereby improving the 

coverage and accuracy of detection systems. 

2. Adaptive and real-time: 

The network security environment is changing dynamically, and the strategies and methods of attackers are 

constantly evolving. Without human intervention, machine learning models can automatically learn and 

adapt to changing threats. This adaptability enables the detection system to detect and respond to anomalies 

in real-time or near real-time, effectively reducing the loss and impact caused by the attack[29]. 

To sum up, the advantages of machine learning in network security traffic anomaly detection are mainly 

reflected in its ability to deal with unknown attacks and real-time dynamic environments effectively. These 

advantages make machine learning one of the indispensable technical means in modern network security 

defense. 

 

3. Methodology 
3.1 Anomaly detection algorithm design and data preprocessing 

Abnormal traffic detection is an important research topic in network anomaly detection. Abnormal traffic 

is a situation that deviates significantly from normal traffic in the network, and regular traffic will change 

with the network environment and user behavior. Therefore, abnormal traffic must be compared with 

regular traffic running in the same network state to determine the abnormal expected behavior. 

[30]During traffic detection, the Bwd Packet Length Std characteristics of DOS attacks are pretty different 

from those of other types of traffic. Regular traffic and other types of attack traffic (except DOS) This 

feature value is mostly 0, while DOS attack traffic has a more significant value. Therefore, by learning the 

traffic's characteristics, normal and abnormal traffic can be correctly identified. 

1. Algorithm design 

The network anomaly detection model consists of a data collection and preprocessing module, a feature 

selection module, and a traffic classification module. The data collection and preprocessing module 
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preprocessed the KDD Cup99 data set, including transforming character features into numerical features, 

numerical standardization, and numerical normalization. The feature selection module uses a random 

forest algorithm to judge the importance of attributes, removes irrelevant features according to the 

extent of attributes, and weights them according to the importance of attributes. According to the 

weighted distance between the sample to be tested and the training sample, the traffic anomaly detection 

module classifies the traffic through the improved [32] KNN algorithm to determine whether it is attack 

traffic and attack type. 

2. Data sets and preprocessing 

The KDD Cup99 dataset was used in this experiment, with a total of 311029 data pieces, and the ratio of 

experimental training set to test set was 2:8. 

The KDD Cup99 dataset consists of nine weeks of network connection data collected from a simulated U.S. 

Air Force Local Area Network, divided into labeled training data and unlabeled test data. The training data 

set contained one standard identifier type and 22 training attack types, with 14 attacks occurring only in 

the test data set. Each connection record in the KDD Cup99 training data set contains 41 fixed feature 

attributes and 1 class identifier, which indicates whether the connection record is regular or a specific 

attack type. Among the 41 fixed feature attributes, nine feature attributes are of discrete (symbolic) type, 

and the others are of continuous (continuous) type. These 41 attributes can be divided into four categories: 

essential TCP connection characteristics, TCP connection content characteristics, time-based network 

traffic statistics, and host-based network traffic statistics. The data set has four types of abnormal data: 

DOS, PROBE, U2R, and R2L. 

3.2 Algorithm experiment and result analysis 

1. Experimental design 

In this section, the performance of the proposed algorithm was evaluated. All experiments were 

implemented in the windos10 operating system. Simulation of the CW-KNN anomaly detection algorithm 

was implemented using the KDD Cup99 data set, python3 compilation environment, and Pycharm editor. 

2. Experimental evaluation indicators 

Detection rate (DR) and false alarm rate (FAR) are essential indexes to determine the detection accuracy 

of anomaly detection algorithms. The detection rate refers to the percentage of correctly detected 

anomalies to the actual number of anomalies. The false positive rate refers to the percentage of errors 

detected and the number of anomalies detected. Based on the confusion matrix measurement equation 

as follows, where TP is the amount of abnormal data predicted as abnormal, TN is the amount of routine 

data predicted as usual, FP is the amount of routine data predicted as abnormal, FN is the amount of 

abnormal data predicted as usual, this paper uses the above indicators to verify the anomaly detection 

method proposed in this paper. 

The detection rate and false positive rate are defined as follows: 
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（1） 

3. Experimental analysis 

This section evaluates anomaly detection results using random forest dimensionality reduction and 

feature-weighted method combined with the KNN algorithm. To demonstrate the validity of the proposed 

model, we conducted many experiments using the KDD Cup99 dataset. The experimental results are 

compared with the original KNN and distance-weighted KNN (DIS-KNN) algorithm, and the experimental 

effectiveness of the CW-KNN algorithm is verified. The training and test data samples were selected from 

the original data set. To demonstrate the effectiveness of the proposed method, we conducted extensive 

experiments and determined the parameter range of K as 1,3,5,7,9,11, which changed the number of 

nearest neighbors to a certain extent and could effectively compare the experimental effect. The results 

are shown in Table 1. 

Table 1. Comparison of detection rates of detection algorithms under different K values 

 

As can be seen from Table 1, the detection accuracy of the three anomaly detection models also fluctuates 

with the change of the value of K. Compared with KNN and DIS-KNN (distance-weighted KNN algorithm), 

the CW-KNN algorithm has a higher detection rate of the anomaly detection model and can effectively 

reduce the false positive rate and false negative rate. As can be seen from the figure, CW-KNN has obtained 

a better detection rate and is more stable than the other two methods. 

It can be analyzed that when the value of parameter K is between 3 and 5, the detection rate is greatly 

increased. When K is greater than 9, the detection rate gradually decreases for each algorithm. When 

parameter K is set to 5, CW-KNN can achieve the highest detection rate. On the whole, CW-KNN can 

achieve a higher detection rate. 

Compared with the KNN algorithm, the CW-KNN algorithm has obvious advantages in terms of detection 

rate, which can verify the accuracy of the CW-KNN algorithm in anomaly detection of network data flow. 

Compared with the original KNN algorithm and the single distance-weighted method (DIS-KNN), the 

combined weighted KNN method has a higher detection rate. The detection rate of the four attack types is 
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also relatively ideal. Because U2r attack types take a small proportion in the test set, the detection rate is 

low, and the detection rate of Dos attacks can reach 100%, proving the algorithm's effectiveness. 

 

4. Conclusion 
By synthesizing the network traffic anomaly detection model based on KNN discussed in this paper, we 

can draw the following conclusions: First, through the combination of attribute weighting and distance 

weighting, this paper effectively optimizes the algorithm performance and significantly improves anomaly 

detection accuracy. Applying the random forest algorithm makes the importance ranking of attributes more 

accurate. Gaussian distance weighting effectively enhances the weight of abnormal data points in distance 

calculation to identify all kinds of attack behaviors more accurately. 

Secondly, although the KNN algorithm has a significant computational load when processing high-

dimensional data, which affects the detection efficiency, improving the method in this paper provides a new 

idea for future research. The following research direction will focus on introducing unsupervised learning 

techniques further to enhance the robustness and efficiency of the algorithm. By automatically learning the 

inherent structure and patterns of data, unsupervised learning methods are expected to better adapt to 

dynamic changes and complex network environments, thus driving the frontier of cybersecurity. 

In summary, the network traffic anomaly detection model based on KNN proposed in this paper has 

significantly improved detection accuracy and provided necessary enlightenment for the future 

development direction of network security technology. As algorithms and data processing technologies 

evolve, we look forward to further research and innovation to achieve more efficient and intelligent network 

anomaly detection and protection strategies. 
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